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Abstract. We show that every irreducible unitary representation of $U(n,1)$ has at most one Fourier Jacobi model.

1. Introduction

Fourier Jacobi coefficients and Fourier Jacobi models arise in the expansion of automorphic forms on reductive groups $G$ with a Heisenberg parabolic. A Heisenberg parabolic is a parabolic subgroup whose unipotent radical is a Heisenberg group. The expansion is in terms of Jacobi forms which are certain automorphic forms on this parabolic subgroup. The coefficients of these Jacobi forms are called Fourier-Jacobi coefficients. (For the classical setting of Siegel modular forms expanded using Jacobi forms see [3]). When this is done in an adelic setting ([5], [6], [13]), the expansion leads to the Fourier Jacobi models which are certain induced spaces on which the group $G$ acts. A central ingredient in this approach is the conjectural multiplicity free property of this induced space. This is equivalent to a unique embeddings of certain irreducible unitary representations into this space. Such an embedding is called a Fourier Jacobi model for the given irreducible unitary representation. In this paper we consider the case where $G = U(n,1) = U(n,1)(\mathbb{R})$, a real reductive group of rank one. The Heisenberg parabolic is the minimal (and only) parabolic of $G$ and we prove this uniqueness results for general Fourier Jacobi models. Such results were obtained for certain classes of representations in ([12], [10], [9], [8], [7]). Our method of proof, using invariant distributions as in the Whittaker case [15], generalizes the result of [1] for the group $U(2,1)$. (A similar $p$-adic result for $Sp(4)$ was obtained in [2]). Many of the ideas and techniques are the same as in [1]. The main difference is that in general, the Levi subgroup of our parabolic is non abelian and is isomorphic to the compact group $U(n-1) \times U(1)$. Hence we need to apply an induction process on centralizers of semisimple elements in $U(n-1)$ that did not appear in [1]. In particular we prove a new
result on invariant distributions on $U(n) \times \mathbb{C}^n$ which we think is interesting by itself. This result is an analog of results of the second author in the $p$-adic case.

**Correction of Error:** In [2] and [1] the uniqueness property is stated for irreducible admissible representations. The proof, however, holds only for irreducible admissible unitary representations and should have been stated for these representations.

2. The main result

Let $I_k$ be the identity matrix of order $k \times k$. Let $U(n) = \{A \in GL_n(\mathbb{C}) : A^t A = I_n\}$ and $w = \begin{pmatrix} 0 & 0 & 1 \\ 0 & I_{n-1} & 0 \\ 1 & 0 & 0 \end{pmatrix}$.

Let $G = U(n,1)$ be defined by $G = \{A \in GL_{n+1}(\mathbb{C}) : A^t w A = w\}$. Let $N$ be a Heisenberg in $G$ defined by

$N = \left\{ \begin{pmatrix} 1 & u & z \\ 0 & 1 & -\bar{u}^t \\ 0 & 0 & 1 \end{pmatrix} : u \in \mathbb{C}^{n-1}, z \in \mathbb{C}, z + \bar{z} = -\bar{u}^t \right\}$.

The center of $N$ is $Z = \left\{ \begin{pmatrix} 1 & 0 & z \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix} : z \in \mathbb{C}, z + \bar{z} = 0 \right\}$.

Let $M = \left\{ d(a,X) = \begin{pmatrix} a & 0 & 0 \\ 0 & X & 0 \\ 0 & 0 & \bar{a}^{-1} \end{pmatrix} : a \in \mathbb{C}^*, X \in U(n-1) \right\}$,

and $S = \left\{ d(1,X) = \begin{pmatrix} 1 & 0 & 0 \\ 0 & X & 0 \\ 0 & 0 & 1 \end{pmatrix} : X \in U(n-1) \right\}$.

Let $P = MN$ be a minimal parabolic of $G$ and let $J = SN$ be a Fourier Jacobi subgroup of $G$. We have that $G = P \bigcup P w P$.

Let $\psi$ be a non-trivial character of $Z$ and let $\theta_\psi$ be the oscillator representation of $N$ with central character $\psi$. We shall use the Schrödinger model (see ([11], 3.1) or [4]) for $\theta_\psi$. The smooth part of $\theta_\psi$ can be identified with $S(\mathbb{R}^{n-1})$ which is the space of Schwartz functions on $\mathbb{R}^{n-1}$. We put on $S(\mathbb{R}^{n-1})$ the usual Frechét topology.

The representation which is contragredient to the oscillator representation with central character $\psi$ can be identified with $\theta_{\psi^{-1}}$. It is well known that
\(\theta\) can be extended to an irreducible unitary representation of \(J\). Let \(\sigma\) be an irreducible unitary representation of \(U(n-1)\) on a finite dimensional vector space \(V_\sigma\) which we view as a representation of \(S\). We extend \(\sigma\) to \(J\) by letting \(N\) act trivially. Then \(\sigma \otimes \theta\) is an irreducible unitary representation of \(J\).

Let \((\pi, H)\) be an irreducible unitary representation of \(G\) on a Hilbert space \(H\). Let \(H_\infty\) be the smooth part of \(H\). Our main result in this paper is the following.

**Theorem 2.1.**

\[
\dim(\text{Hom}_J(\pi, \sigma \otimes \theta)) \leq 1.
\]

**Remark 2.2.** Here \(\text{Hom}_J\) denotes the space of continuous linear \(J\) invariant maps between the Fréchet spaces \(H_\infty\) and \(V_\sigma \otimes S(\mathbb{R}^{n-1})\).

If the dimension of the above Hom space is one then \(\pi\) can be embedded in the space \(\text{Ind}_J^G(\sigma \otimes \theta)\).

We call this unique embedding, a Fourier Jacobi model for \(\pi\) corresponding to the Fourier Jacobi data \((\sigma, \psi)\).

In order to prove Theorem 2.1 we notice that there is a natural injection from \(\text{Hom}_J(\pi, \sigma \otimes \theta)\) to \(\text{Hom}_J(\pi \otimes (\chi \otimes \theta)^\vee, 1)\) where \(\pi \otimes (\sigma \otimes \theta)^\vee\) is a representation of \(G \times J\), \(J^\Delta\) is the diagonal embedding of \(J\) into \(G \times J\) and \((\sigma \otimes \theta)^\vee\) is the representation which is \(J\) contragredient to \(\sigma \otimes \theta\). By the remarks above on the oscillator representation we have that

\[(\sigma \otimes \theta)^\vee = \tilde{\sigma} \otimes \theta^{-1}.
\]

Hence

\[
\dim(\text{Hom}_J(\pi, \sigma \otimes \theta)) \leq \dim(\text{Hom}_J(\pi \otimes (\tilde{\sigma} \otimes \theta^{-1}), 1)).
\]

Thus, Theorem 2.1 will follow from

**Theorem 2.3.**

\[
\dim(\text{Hom}_J(\pi \otimes (\sigma \otimes \theta), 1)) \leq 1.
\]

for every irreducible unitary representations \(\pi\) of \(G\) and \(\sigma\) of \(S\) and every nontrivial character \(\psi\) of \(Z\).

To prove Theorem 2.3 we will need the following: Let \(Q = G \times J\) and let \(\tau\) be an anti involution on \(Q\) defined by

\[
\tau(g, j) = (g^{-1}, j^{-1}).
\]

For a function \(f \in C_c^\infty(Q)\) we let \((\rho_l(q)f)(x) = f(q^{-1}x), (\rho_r(q))f(x) = f(xq)\) and \(f^\tau(x) = f(\tau(x))\). If \(D\) is a distribution on \(Q\) then we define \((\rho_l(q)D)(f) = D(\rho_l(q^{-1})f), (\rho_r(q)D)(f) = D(\rho_r(q)f)\) and \(D^\tau(f) = D(f^\tau)\). Let \(\Box\) be the Casimir differential operator associated to \(G\). Then \(\Box \otimes 1\) is a differential operator on \(Q\) that acts on the \(G\) variable in \(Q\). The main result that we need to prove Theorem 2.3 is:
Theorem 2.4. Let $D$ be a distribution on $Q$. Assume that
(a) $\rho(j)D = D = \rho_r(j)D$, \quad $j \in J^\triangle$.
(b) $\rho_r(e,z)D = \psi(z)D$, \quad $z \in \mathbb{Z}$.
(c) $(\Box \otimes 1)D = \beta D$ for some scalar $\beta \in \mathbb{C}$.

Then $D^* = D$.

This Theorem will imply Theorem 2.3 as in ([15], p.183-185). For the sake of completeness we repeat the proof here. Our version of the proof is slightly different then in [15]. We recommend that the reader skip the next section and return to it only if it is needed.

3. Proof of Theorem 2.3 from Theorem 2.4

The argument goes as follows: We denote by $\Pi = \Pi_{\pi,\sigma,\psi} = \pi \otimes (\sigma \otimes \theta_{\psi})$ the irreducible unitary representation of $Q = G \times J$ on a Hilbert space $H_{\Pi}$ obtained as above. We let $H_{\Pi}^\infty = \{ \Pi(f)v : f \in C_c^\infty(Q), v \in H_{\Pi} \}$ with the usual Frechét topology which is defined as follows. Let $q = \text{Lie}(Q)$. Let $U(q)$ be the universal enveloping algebra of $q$ For every $Y \in U(q)$ we define a seminorm $\alpha_Y$ on $H_{\Pi}^\infty$ by $\alpha_Y(v) = ||Y(v)||, v \in H_{\Pi}^\infty$. Then the topology is given by this set of seminorms.

The contragredient representation $\bar{\Pi} = \Pi_{\pi,\sigma,\psi}^{-1}$ is defined on $H_{\Pi}^*$. That is, if $L$ is a continuous functional on $H_{\Pi}$ then we set
\[
(\bar{\Pi}(q)L)(v) = L(\Pi(q^{-1})v), \quad v \in H_{\Pi}.
\]

Since $\Pi$ is unitary we can identify the representation $\bar{\Pi}$ with the representation $\Pi$ which is defined on $H_{\Pi}$. Here $H_{\Pi}$ is a vector space which is identified as an additive group with $H_{\Pi}$. Scalar multiplication is defined by $\lambda(v) = \lambda v$ where $v \in H$, $\lambda \in \mathbb{C}$. The action of $Q$ on $H_{\Pi}$ is defined by $\bar{\Pi}(q)v = \Pi(q)v$.

If $<u,v>$ is an $Q$ invariant inner product on $H_{\Pi}$ then $\overline{<u,v>} = <v,u>$ is an $Q$ invariant inner product on $H_{\Pi}$.

Let $L$ be a continuous functional on $H_{\Pi}^\infty$. For $f \in C_c^\infty(Q)$ we let $\bar{\Pi}(f)L$ be a functional on $H_{\Pi}$. That is, let $\bar{f}(q) = f(q^{-1})$. Then
\[
(\bar{\Pi}(f)L)(u) = L(\bar{f}(u)), \quad u \in H_{\Pi}.
\]

Lemma 3.1. ([15], Proposition 3.2) $\bar{\Pi}(f)L$ is continuous on $H_{\Pi}$.

Proof. Let $v_n \in H_{\Pi}$ and assume $||v_n|| \to 0$. Then $\alpha(\bar{\Pi}(\bar{f})v_n) \to 0$ for every seminorm $\alpha$ that defines the topology on $H_{\Pi}^\infty$, hence $\bar{\Pi}(\bar{f})v_n \to 0$ in $H_{\Pi}^\infty$. Since $L$ is continuous on $H_{\Pi}^\infty$ it follows that $L(\bar{\Pi}(\bar{f})v_n) \to 0$ which means that $(\bar{\Pi}(f)L)(v_n) \to 0$ and $\bar{\Pi}(f)L$ is bounded on $H_{\Pi}$. □

Let $<,>$ be a fixed $Q$ invariant inner product on $H_{\Pi}$. Then by the above lemma there exists a unique $v = v_{\bar{\Pi}(f)L} \in H_{\Pi}$ such that
\[
(\bar{\Pi}(f)L)(u) = <u, v_{\bar{\Pi}(f)L} > \quad \text{for all } u \in H_{\Pi}.
\]
Let $\hat{f}(g) = \mathcal{F}(g)$. If $v \in H_\Pi = \bar{H}_\Pi$ then $\Pi(\hat{f})(v) = \bar{\Pi}(f)(v)$. If $L$ is a continuous functional on $H^\infty_\Pi$ then $\bar{L}$ is a continuous functional on $\bar{H}^\infty_\Pi$. It is easy to see that

$$(3.2) \quad v_{\bar{\Pi}(f)L} = v_{\hat{\Pi}(f)L}$$

**Lemma 3.2.** Let $f_1, f_2 \in C^\infty_c(Q)$, $L$ a continuous functional on $H^\infty_\Pi$ and $\alpha$ be a continuous functional on $\bar{H}^\infty_\Pi$. Then

(a) $v_{\bar{\Pi}(f_1 * f_2)L} = \Pi(\bar{f}_1)v_{\bar{\Pi}(f_2)L}$.
(b) $\alpha(v_{\bar{\Pi}(f_1 * f_2)L}) = <v_{\bar{\Pi}(\bar{f}_1)L}, v_{\bar{\Pi}(f_2)L}>$.

**Proof.** (a) Let $u \in H_\Pi$. Then

$$< u, v_{\bar{\Pi}(f_1 * f_2)L} > = \int_Q f_1 * f_2(q)L(\Pi(q^{-1})u)dq = \int_Q \int_Q f_1(qx^{-1})f_2(x)L(\Pi(q^{-1})u)dxdq = \int_Q f_2(x) \int_Q L(f_1(qx^{-1})\Pi(q^{-1})u)dqdx = \int_Q f_2(x)L(\int_Q f_1(q)\Pi(x^{-1}q^{-1})u)dqdx = \int_Q f_2(x)L(\Pi(x^{-1}) \int_Q f_1(q)\Pi(q^{-1})u)dqdx = (\Pi(f_2)L)(\Pi(\bar{f}_1)u) = < \Pi(\bar{f}_1)u, v_{\bar{\Pi}(f_2)L} > = < u, \Pi(\bar{f}_1)v_{\bar{\Pi}(f_2)L} >$$

(b) $\alpha(v_{\bar{\Pi}(f_1 * f_2)L}) = \alpha(\Pi(\bar{f}_1)v_{\bar{\Pi}(f_2)L}) = \bar{\Pi}(\bar{f}_1)\alpha(v_{\bar{\Pi}(f_2)L}) = < v_{\bar{\Pi}(\bar{f}_1)L}, v_{\bar{\Pi}(f_2)L} >$

□

Let $L$ be a nonzero continuous $J^\triangle$ invariant functional on $H^\infty_\Pi$. Let $\alpha$ be a nonzero continuous $J^\triangle$ invariant functional on $\bar{H}^\infty_\Pi$. (For example $\alpha = \bar{L}$.) For $f \in C^\infty_c(Q)$ we set

$$D_{\alpha, L}(f) = \alpha(v_{\bar{\Pi}(f)L})$$

**Lemma 3.3.** $D_{\alpha, L}$ is a distribution. It satisfies conditions (a),(b),(c) of Theorem 2.4. (Hence it is invariant under $\tau$).
Proof. We first prove that $D_{\alpha,L}$ is a distribution. To do that we will show that if $f_n \in C_c^\infty(Q)$ and $f_n \to 0$ then $D_{\alpha,L}(f_n) \to 0$. Since $\alpha$ is continuous it is enough to show that $v_{\Pi}(f_n)L \to 0$ in $H_\infty$. To show that we will show that $\alpha Y(v_{\Pi}(f_n)L) \to 0$ for every $Y \in U(q)$. $\alpha Y(v_{\Pi}(f_n)L) = \|Y v_{\Pi}(f_n)L\| = \|v_{\Pi}(Y f_n)L\|$. Since $f_n \to 0$ we have that $Y f_n \to 0$ hence $\Pi(Y f_n)L \to 0$ and $v_{\Pi}(f_n)L \to 0$.

If $j \in J^\Delta$ then $v_{\Pi}(\rho(j)f)L = \Pi(j) v_{\Pi}(f)L$ and $v_{\Pi}(\rho_1(j)f)L = v_{\Pi}(f)L$ where $\rho_1, \rho_2$ are left and right translations respectively. It follows that $D_{\alpha,L}$ is invariant on the left and right by $J^\Delta$. Also if $z \in Z$ then $v_{\Pi}(\rho_1((1,z))f)L = \psi^{-1}(z)v_{\Pi}(f)L$ hence $D_{\alpha,L}$ is $((1,Z), \psi)$ equivariant. The action of the Casimir on the left variable is also clear. \hfill $\square$

Define another representation $\Pi^*$ of $Q$ on $H_\Pi$ by $\Pi^*(q) = \Pi(\bar{q})$, $q \in Q$. Here $\bar{q}$ is defined as follows: If $q = (g,j)$ then $\bar{q} = (\bar{g}, \bar{j})$. For $f \in C_c^\infty(Q)$ we define $f^*(q) = f(\bar{q})$. It is easy to see that $\Pi^*(f) = \Pi(f^*)$. We will show as in [15] that $\bar{\Pi}$ is equivalent to $\Pi^*$.

Lemma 3.4. Let $L$ and $\alpha$ be as in the Theorem above. Let $f_1, f_2 \in C_c^\infty(Q)$. Then

$$<v_{\bar{\Pi}}(f_1)\alpha, v_{\bar{\Pi}}(f_2)L> = <v_{\bar{\Pi}}(f_2)\alpha, v_{\bar{\Pi}}(f_1)L>$$

Proof. By Lemma 3.3 and Theorem 2.3 we have that $D(f) = D(f^*)$. Applying this to $f = f_1^* * f_2$ we get that $D(f_1^* * f_2) = D(f_2^* * f_1)$. Since $(f^*)^* = f^*$ we can apply Lemma 3.2 (b) to get the result. \hfill $\square$

Remark 3.5. Let $K_1 = U(n) \times U(1)$ be a maximal compact subgroup in $G$ and let $K_2 = U(n-1)$ be a subgroup of $J$. Let $K = K_1 \times K_2$ be a compact subgroup in $Q$. Let $(\Pi, H_\Pi)$ be a representation of $Q$ obtained as above. It is clear that the set of finite vectors in $H_\Pi$ is dense in $H_\Pi$. It follows that the set of vectors of the form $\Pi(f)v$, where $f \in C_c^\infty(Q)$ and $v \in H_\Pi$ is nonzero and dense in $H_\Pi$.

Theorem 3.6. Assume that $H_\Pi^\infty$ has a nonzero continuous $J^\Delta$ invariant functional $L$. Then $\bar{\Pi}$ is equivalent to $\Pi^*$.

Proof. Let $W = \{v_{\bar{\Pi}}(f)L : f \in C_c^\infty(Q)\}$. $W$ is nonzero otherwise $\Pi(f)L = 0$ for every $f \in C_c^\infty(Q)$. Hence $L(\Pi(f)v) = 0$ for every $v \in H_\Pi$ and every $f \in C_c^\infty(Q)$. Thus, it follows from the remark above that $L = 0$, a contradiction. Since $v_{\Pi}(\rho(q)f)L = \Pi(q)v_{\Pi}(f)L$ it follows that $W$ is a dense $\Pi$ invariant subspace of $H_\Pi$. We define a mapping $I : W \to H_\Pi$ by $I(v_{\Pi}(f)L) = v_{\Pi}(f^*)L$. By choosing $\alpha = \bar{L}$, we get that $\|v_{\bar{\Pi}}(f_2)L\|^2 = <v_{\bar{\Pi}}(f_2)L, v_{\bar{\Pi}}(f_2)L> = <v_{\bar{\Pi}}(f_2^*)L, v_{\bar{\Pi}}(f_2)L> = \|v_{\bar{\Pi}}(f_2)L\|^2$

This implies that $I$ is well defined and that $I$ preserves norms. It is also easy to see that $I$ intertwines $\bar{\Pi}$ and $\Pi^*$, that is, $I(\Pi(q)v) = \Pi^*(q)(I(v))$ for
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every \( q \in Q, w \in W \). Hence \( I \) extends to a unitary \( G \) isomorphism between \( H_{\Pi} = H_{\Pi} \) and \( H_{\Pi^*} = H_{\Pi} \).

We will also need the following property of \( I \) which follows from (3.2):

(3.3) \[ < I(v), w > = < v, I(w) > \]

for every \( v, w \in H_{\Pi} = H_{\Pi} \).

3.1. **Proof of Theorem 2.3.** Let \((\Pi, H_{\Pi})\) be as above and assume that \( H_{\Pi}^\infty \)
has a nonzero continuous \( J^\Delta \) invariant functional \( L \). Let \( \alpha \) be a nonzero
continuous \( J^\Delta \) invariant functional on \( H_{\Pi}^\infty \). We will prove that the vector
\( I(v_{\Pi(f)L}) \) is proportional (with the same proportionality constant) to the
vector \( v_{\Pi(f)^*} \alpha \) for every \( f \in C^\infty_c(Q) \). This means that \( \alpha \) is determined by
\( L \) up to a constant, hence \( \alpha = cL \) for some constant \( c \).

If there would be another linearly independent \( J^\Delta \) invariant functional \( L_1 \) on \( H_{\Pi}^\infty \) then we
could take \( \alpha = L_1 \) which is a contradiction to the uniqueness of \( \alpha \).

Let \( W' = \{ v_{\Pi(f)^*} : f \in C^\infty_c(Q) \} \). \( W' \) is \( \Pi^* \) invariant and dense in \( H_{\Pi} \).
We define a map \( R : W' \to H_{\Pi} \) by \( R(v_{\Pi(f)^*}) = v_{\Pi(f)L} \). Using (3.2) it
is easy to show that \( R \) is a well defined. It is easy to see that \( R \) is an \( \mathbb{Q} \)
invariant linear mapping between \((\Pi^*, W')\) and \((\Pi, H_{\Pi})\). By (3.2) it satisfies

(3.4) \[ < Ru, v > = < u, Rv >, \quad u, v \in W'. \]

We let \( T = I \circ R \). Then \( T \) is a \( \Pi^* \) invariant linear map from \( W' \) to \( H_{\Pi} \). We
let \( S = R \circ I \). Then \( S \) is linear map from \( I^{-1}(W') \) (which we think of as a
subspace of \( H_{\Pi} \)) to \( H_{\Pi} \). By (3.3) and (3.4) we have that

\[ < Tu, v > = < u, Sv >, \quad u \in W', v \in I^{-1}(W'). \]

Hence, by [16], Proposition 1.2.2 applied with \( D = W', D' = I^{-1}(W') \) we
have that \( T \) is a multiple of the identity. It follows that \( \alpha \) is determined by
\( L \) up to a scalar.

4. Preliminaries

4.1. **Group actions.** Let \( X \) be a real analytic manifold. We denote by
\( C_c^\infty(X) \) the space of compactly supported and smooth functions on \( X \). If a
Lie group \( G \) acts smoothly on \( X \) then \( G \) acts on \( C_c^\infty(X) \) by

\[ g(\phi(x)) = \phi(g^{-1}x), \quad g \in G, x \in X, \phi \in C_c^\infty(X). \]

In particular, if \( X \) is a subset of \( \Phi \) and if \( x \in X \) and \( g \in G \) then we denote:

\[ \rho_c(g)(x) = gx \]
\[ \rho_c(g)(x) = xg^{-1} \]
\[ g(x) = g(x)(x) \]

\( G \) acts on distributions by duality.
We let $G = U(n, 1)$ and $\mathfrak{g} = \text{Lie}(G)$ be the Lie Algebra of $G$ given by
\[ \mathfrak{g} = \{ A \in M(n, \mathbb{C}) : \bar{A}^t w + wA = 0 \} . \]
$\mathfrak{g}$ acts on $C^\infty_c(G)$ by left invariant (resp. right invariant) differential operators as follows. Let $\phi \in C^\infty_c(G)$, $x \in G$, $A \in \mathfrak{g}$. We denote:
\[ (L_A \phi)(x) = \frac{d}{dt} \phi(e^{tA}x)|_{t=0} \]
\[ (R_A \phi)(x) = \frac{d}{dt} \phi(xe^{tA})|_{t=0} \]
These actions extend to the universal enveloping algebra of $G$. Let $\Box$ be the Casimir element in the universal enveloping algebra. Then $L_\Box$ is defined as above.

4.2. An equivalent statement of the main result. Our main theorem, Theorem 2.4 is about invariant distributions. The main tools for studying these invariant distributions are Harish-Chandra’s submersive maps and Frobenius reciprocity. A rough and short statement of these principles together with references to the precise statements can be found in ([2], Lemma 2.3 and Lemma 2.2).

For $g \in G$ we let $\tau(g) = g^{-1}$. Applying Frobenius reciprocity (see [2], Theorem 2.5 and Theorem 2.6 for a similar situation) to the space of invariant distributions satisfying the conditions of Theorem 2.4 we get that Theorem 2.4 is equivalent to

**Theorem 4.1.** Let $T$ be a distribution on $G$. Assume that
\begin{enumerate}
\item[(a)] $j(T) = T$, $j \in J$.
\item[(b)] $\rho_l(z)T = \psi(z)T$, $z \in Z$.
\item[(c)] $L_\Box T = \beta T$ for some scalar $\beta \in \mathbb{C}$.
\end{enumerate}
Then $T^\tau = T$.

Notice that the action of $j$ on $T$ denoted by $j(T)$ above is the action induced by conjugation. To prove Theorem 4.1 we will assume that $T$ is a distribution on $G$ satisfying (a), (b), (c) above and that $T$ is skew invariant under $\tau$, that is, $T^\tau = -T$, and we will show that $T = 0$.

5. Invariant Distributions on $U(n) \times \mathbb{C}^n$

Our strategy for the proof of Theorem 4.1 is to restrict our skew invariant distribution $T$ to the open cell of $G$ and to show that it vanishes there. This will lead us to invariant distributions on $U(n) \times \mathbb{C}^n$ which we now describe.

The group $U(n)$ acts on the space $\mathbb{C}^n$ via the standard representation. That is, if $A \in U(n)$ is a unitary matrix and $v \in \mathbb{C}^n$ is a column vector then the action is matrix multiplication. $U(n)$ acts on $U(n) \times \mathbb{C}^n$ via the action
\[ g(A, v) = (gAg^{-1}, gv) \]
Let $Y$ be smooth manifold. We extend this action to $U(n) \times \mathbb{C}^n \times Y$ by letting $U(n)$ act trivially on $Y$. That is
\[ g(A, v, y) = (gAg^{-1}, gv, y), \quad g, A \in U(n), v \in \mathbb{C}^n, y \in Y. \]
We define an involution $\tau$ on $U(n) \times \mathbb{C}^n \times Y$ by
\[ \tau(A, v, y) = (A^{-1}, -\bar{v}, y) \]

Our main theorem of this section is the following:

**Theorem 5.1.** Let $Q$ be a distribution on $U(n) \times \mathbb{C}^n \times Y$ and assume that $Q$ is invariant under the action of $U(n)$. Then $Q^\tau = Q$.

We will prove this theorem by an induction process using centralizers of elements in $U(n)$ as in Harish-Chandra’s regularity theorem. To do that we will need a more general statement. We let $n_1, n_2, \ldots, n_k$ be positive integers and let $H = H(n_1, n_2, \ldots, n_k) = U(n_1) \times U(n_2) \times \ldots \times U(n_k)$. If $h \in H$ then the centralizer of $h$, $C(h)$ is of the form $H(r_1, \ldots, r_l)$ with the semisimple rank of $H(r_1, \ldots, r_l)$ less than or equal to the semisimple rank of $H = H(n_1, n_2, \ldots, n_k)$ and equality holds if and only if $h$ is a central element in $H$. (The semisimple rank of $H$ is $n_1 + \ldots + n_k - k$). Let $V = \mathbb{C}^{n_1} \times \mathbb{C}^{n_2} \times \ldots \times \mathbb{C}^{n_k}$. Then $H$ acts naturally on $V$ extending the above action of $U(n)$ on $\mathbb{C}^n$. We extend (5.1) to an action of $H$ on $H \times V \times Y$. We also extend the involution $\tau$ to $H \times V \times Y$. We shall prove the following:

**Theorem 5.2.** Let $Q$ be a distribution on $H \times V \times Y$ and assume that $Q$ is invariant under the action of $H$. Then $Q^\tau = Q$.

We first consider the case where the semisimple rank of $H$ is zero, that is, $n_1 = n_2 = \ldots = n_k = 1$. In that case, the action of $H$ is trivial on $H$ and the involution is trivial on $H$, hence we can move $H$ into $Y$. Therefor, our theorem reads:

**Theorem 5.3.** Let $Y$ be a smooth manifold and let $Q$ be a distribution on $\mathbb{C}^n \times Y$. Let $H = (U(1))^n$ act on $\mathbb{C}^n$ and on $\mathbb{C}^n \times Y$ as above. Assume that $Q$ is invariant under this action. Then $Q$ is invariant under the involution $\tau$ where $\tau(v, y) = (-\bar{v}, y)$, $v \in \mathbb{C}^n, y \in Y$.

When $n = 1$, that is, $Q$ is a distribution on $\mathbb{C} \times Y$, this theorem is proved in ([1], Lemma 4.2). The general case is similar. We prove here the case $n = 2$ in detail and indicate how to prove the general case.

**Proof.** We assume that $Q$ is a $U(1) \times U(1)$ invariant distribution on $\mathbb{C} \times \mathbb{C} \times Y$. We also assume that $Q^\tau = -Q$. We will prove that $Q = 0$.

Let $\mathbb{R}^* = \mathbb{R} \setminus \{0\}$, $\mathbb{C}^* = \mathbb{C} \setminus \{0\}$ We restrict $Q$ to $\mathbb{C}^* \times \mathbb{C}^* \times Y$ which is an open set. We define a map from $U(1) \times U(1) \times \mathbb{R}^* \times \mathbb{R}^* \times Y$ to $\mathbb{C}^* \times \mathbb{C}^* \times Y$ by
\[ (\lambda_1, \lambda_2, x_1, x_2, y) \mapsto (\lambda_1ix_1, \lambda_2ix_2, y), \quad \lambda_1, \lambda_2 \in U(1), x_1, x_2 \in \mathbb{R}^*, y \in Y. \]
Here $i = \sqrt{-1}$. It is easy to check that this map is submersive onto $\mathbb{C}^* \times \mathbb{C}^* \times Y$. It induces a map from $C_c^\infty(U(1) \times U(1) \times \mathbb{R}^* \times \mathbb{R}^* \times Y)$ to $C_c^\infty(\mathbb{C}^* \times \mathbb{C}^* \times Y)$. Using the $U(1) \times U(1)$ invariance we can attach to $Q$ a distribution $\sigma_Q$ on $\mathbb{R}^* \times \mathbb{R}^* \times Y$. $\sigma_Q$ determines $Q$ and $\sigma_Q$ is skew invariant under the induced involution. It is easy to check that the induced involution is trivial on $\mathbb{R}^* \times \mathbb{R}^* \times Y$ hence $\sigma_Q = 0$ and $Q = 0$ on $\mathbb{C}^* \times \mathbb{C}^* \times Y$. (See the proof of ([1], Lemma 4.2) for a more detailed explanation.)

We now restrict $Q$ to the open set $\mathbb{C} \times \mathbb{C}^* \times Y$. By our previous argument it follows that on this set $Q$ is supported on $0 \times \mathbb{C}^* \times Y$. Let $x_1 + iy_1$ be coordinates on the first copy of $\mathbb{C}$. Then by a well known theorem of L. Schwartz, [14], there exist distributions $Q_{k,j}$ on $\mathbb{C}^* \times Y$ such that

$$Q = \sum_{j,k \geq 0} \frac{\partial^j}{\partial x_1^j} \frac{\partial^k}{\partial y_1^k} Q_{j,k}.$$

Here $Q_{j,k} = 0$ for all but a finite number of indices $(j, k)$. Let $Z_1 = \frac{\partial^2}{\partial x_1^2} + \frac{\partial^2}{\partial y_1^2}$
Since $Q$ is invariant under the action by $U(1)$ in the first component it follows that there exist distributions $R_j$ on $\mathbb{C}^* \times Y$ and a positive integer $N$ such that

$$Q = \sum_{j=0}^{N} (Z_1)^j R_j.$$

Since the involution sends $\frac{\partial}{\partial x_1}$ to $-\frac{\partial}{\partial x_1}$ and $\frac{\partial}{\partial y_1}$ to $\frac{\partial}{\partial y_1}$ it follows that the involution fixes the differential operator $Z_1$. Hence the distributions $R_j$ are invariant under the action of $U(1)$, (the second $U(1)$) and skew invariant under the involution on $\mathbb{C} \times Y$. By the $n = 1$ case it follows that $R_j = 0$ for all $j$ hence $Q = 0$ on $\mathbb{C} \times \mathbb{C}^* \times Y$. The same argument shows that $Q$ is zero on $\mathbb{C}^* \times \mathbb{C} \times Y$. It follows that $Q$ is supported on $0 \times 0 \times Y$.

We let $x_2 + iy_2$ be coordinates on the second copy of $\mathbb{C}$ and $Z_2 = \frac{\partial^2}{\partial x_2^2} + \frac{\partial^2}{\partial y_2^2}$. It follows that there exist distributions $R_{j,k}$ on $Y$ such that

$$Q = \sum_{j,k \geq 0} (Z_1)^j (Z_2)^k R_{j,k}.$$

Since $\tau$ fixes $Z_1$ and $Z_2$ it follows that $Q^\tau = Q$. But we assumed that $Q^\tau = -Q$ hence $Q = 0$.

The general case follows in the same way. The proof is by induction on $n$. We are given a distribution $Q$ on $\mathbb{C}^n \times Y$ which is $(U(1))^n$ invariant and satisfies $Q^\tau = -Q$. We restrict $Q$ to $(\mathbb{C}^*)^n \times Y$ and show that it vanishes there. After that we perform $n$ steps. In the $k$th step we restrict $Q$ to sets of the form $\mathbb{C}^k \times (\mathbb{C}^*)^{n-k} \times Y$ (after permutation) and use the induction assumption on $n-k$ to show that $Q$ vanishes on such sets. \qed
5.1. **Proof of Theorem 5.2.** We shall prove Theorem 5.2 by induction on the semisimple rank of \( H = H(n_1, \ldots, n_k) \). If the semisimple rank is zero, that is, \( n_i = 1, i = 1, \ldots, k \), then we are in the situation of Theorem 5.3. So assume that the semisimple rank is positive. Let \( Z(H) \) be the center of \( H \). We will show that our distribution \( Q \) on \( H \times V \times Y \) is supported on \( Z(H) \times V \times Y \). To do that we will need to show that \( Q \) vanishes on every element \((h, v, y)\) such that \( h \notin Z(H) \). Since every element in \( H \) is conjugate to a diagonal element and since \( Q \) is invariant under the action of \( H \), it is enough to show that \( Q \) vanishes on every element of the form \((s, v, y)\) where \( s \) is diagonal and not in \( Z(H) \). Let \( s_0 \) be such element and let \( C \) be the centralizer of \( s \). That is, \( C = \{ h \in H : hs_0 = s_0h \} \). Then \( C \) is block diagonal in \( H \) and is isomorphic to \( H(r_1, \ldots, r_l) \) for some positive integers \( r_1, \ldots, r_l \). The semisimple rank of \( C \) is smaller than the semisimple rank of \( H \). Let \( \epsilon \) be the Lie algebra of \( C \) inside \( h \), the Lie algebra of \( H \). We can write \( h = \epsilon \oplus B \) with \( B \) an \( Ad(H) \) invariant subspace of \( h \). (It is easy to describe \( B \) in matrix form: \( \epsilon \) is given by diagonal blocks in \( h \) and \( B \) is given by the off diagonal blocks that complement these blocks). Set \( C'' = \{ c \in C : \det(Ad(c) - I_B) \neq 0 \} \). Set \( \psi(h, c, v, y) = h(c, v, y) \) for \( h \in H, c \in C'', v \in V, y \in Y \). Then \( \psi \) is a submersion of \( H \times C'' \times V \times Y \) onto an open subset \( U \) of \( H \times V \times Y \). It is easy to see that \( U \) is invariant under the action of \( H \) and under the involution \( \tau \). Since \( s_0 \in C'' \) it follows that the set \( s_0 \times V \times Y \) is in \( U \). By Harish-Chandra’s submersion principle ([16], 8.A.2.6) there is a one to one linear mapping between \( H \) invariant distributions \( Q \) on \( U \) and \( C \) invariant distributions \( \hat{Q} \) on \( C'' \times V \times Y \) (\( \hat{Q} \) is denoted by \( \psi^h(Q) \) in [16], 8.A.3.2 (2))). Moreover, it is easy to check that a distribution \( \hat{Q} \) which is skew invariant under \( \tau \) is mapped to a distribution \( Q \) which is skew invariant under the restriction of \( \tau \) to \( C'' \times V \times Y \). We would like to use the induction assumption to argue that such distributions \( \hat{Q} \) are identically zero. To do that we need to move from \( C \) invariant distributions on \( C'' \times V \times Y \) to \( C \) invariant distributions on \( V \times Y \). Let \( \hat{Q} \) be a distribution on \( C'' \times V \times Y \). Let \( \phi \in C_c^\infty(\mathbb{R}^+) \). For a function \( f \in C_c^\infty(C \times V \times Y) \) we attach a function \( f_\phi \in C_c^\infty(C'' \times V \times Y) \) by

\[
 f_\phi(c, v, y) = f(c, v, y)\phi(\det(Ad(c) - I_B)), \quad c \in C'', v \in V, y \in Y.
\]

We define a distribution \( \hat{Q}_\phi \) on \( C \times V \times Y \) by \( \hat{Q}_\phi(f) = \hat{Q}(f_\phi) \). (The distributions \( \hat{Q}_\phi \) are approximating \( Q \)). It is easy to see that if \( \hat{Q} \) is \( C \) invariant then \( \hat{Q}_\phi \) is \( C \) invariant. It is easy to check that \( \det(Ad(c) - I_B) \) is invariant under \( \tau(c) = c^d \) hence if \( \hat{Q} \) is skew invariant under \( \tau \) then \( \hat{Q}_\phi \) is skew invariant under \( \tau \). By the induction assumption \( \hat{Q}_\phi = 0 \) for every \( \phi \in C_c^\infty(\mathbb{R}^+) \). It follows that \( \hat{Q} = 0 \) and that \( Q = 0 \). We have just proved that our original \( Q \) vanishes on the open subset \( U \) defined above hence on the set of elements \( s_0 \times V \times Y \).
Let $\mathfrak{su}(n) = \{ A \in M_n(\mathbb{C}) : A^t = -A, tr(A) = 0 \}$. Let $\mathfrak{s} = \mathfrak{su}(n_1) \oplus \ldots \oplus \mathfrak{su}(n_k)$ which we view as a Lie subalgebra of $\mathfrak{h}$. We let $\mathfrak{z}$ be the Lie algebra of $Z(H)$. Then $\mathfrak{h} = \mathfrak{z} \oplus \mathfrak{s}$. Let $U(\mathfrak{s})$ be the universal enveloping algebra of $\mathfrak{s}$ and $\zeta(\mathfrak{s})$ be the center of $U(\mathfrak{s})$. Let $s_0 \in Z(H)$. Since $Q$ is supported on $Z(H) \times V \times Y$, it follows from the theory of distributions of L. Schwartz [14] (see Lemma 2.4 in [15] for the relevant formulation) that there exist an open set $U_1$ of $H$ around $s_0$ and differential operators $D_1, \ldots, D_l \in U(\mathfrak{s})$ such that

\begin{equation}
Q = \sum_{j=1}^t L_{D_j} Q_j
\end{equation}

on $U_1 \times V \times Y$. Here $Q_j$ are distributions on $(Z(H) \cap U_1) \times V \times Y$. Since both $\tau$ and $H$ fix $Z(H)$ we will move $Z(H) \cap U_1$ into $Y$ and view $Q_i$ as distributions on $V \times Y$. Moreover, if we write $D_j$ using a basis of $\mathfrak{s}$ as in [14] we get a unique expression for $Q$. Applying the action of $h \in H$ to $Q$ using the sum in (5.2) we get that

\begin{equation}
Q = \sum_{j=1}^t L_{h(D_j)} h(Q_j)
\end{equation}

on the set $h(U_1 \times V \times Y) = hU_1 h^{-1} \times V \times Y$. Here $H$ acts via the Adjoint action on $\mathfrak{s}$ and $U(\mathfrak{s})$. $H$ acts on $V \times Y$ as above and consequently on distributions on $V \times Y$. Since $hs_0 h^{-1} = s_0$ it follows that $h(U_1 \times V \times Y) \cap U_1 \times V \times Y \neq \emptyset$. Hence (5.2) is the same as (5.3) on the open set which is the intersection of these open sets. It follows from uniqueness that the action of $H$ fixes combinations of the differential operators appearing in (5.2). Hence there exist differential operators $E_1, \ldots, E_l \in \zeta(\mathfrak{s})$ so that

\begin{equation}
Q = \sum_{j=1}^l L_{E_j} P_j
\end{equation}

on $U_1 \times V \times Y$ where $P_j$ are distributions on $V \times Y$. The involution $\tau(h) = h^t$ induces an involution $\tau(A) = A^t$ on $\mathfrak{h}$ and on $\mathfrak{s}$. It is easy to see that $\tau$ stabilizes $\zeta(\mathfrak{s})$. We claim that $\tau$ fixes every element in $\zeta(\mathfrak{s})$. To see that let $c$ be the diagonal Cartan subalgebra in $\mathfrak{s}$ and consider the Harish Chandra isomorphism ([16], 3.2.3) from $\zeta(\mathfrak{s})$ to $U(c)^W$. (Here $W$ is the Weyl group.) Then $\tau$ is moved by this isomorphism to an involution $\tilde{\tau}$ of $U(c)^W$. By the explicit description of the Harish Chandra isomorphism it follows that $\tilde{\tau}$ is obtained by restricting $\tau$ to $c$ and extending it to $U(c)$. But $\tau$ fixes every element in $c$ hence in $U(c)^W$. 
We now apply $\tau$ to $Q$. By our assumption $Q^\tau = -Q$. On the other hand applying $\tau$ to (5.4) we get that

$$Q = \sum_{j=1}^l L_{\tau(E_j)}P_j = \sum_{j=1}^l L_E P_j^\tau$$

on the set $\tau(U_1 \times V \times Y) = (\tau(U_1) \times V \times Y)$. Here $P_j^\tau$ is a distribution on $V \times Y$ which is obtained by applying the involution $\tau(v, y) = (-\bar{v}, y)$ to $P_j$. Since $\tau(s_0) = s_0$, it follows that $\tau(U_1 \times V \times Y) \cap (U_1 \times V \times Y) \neq \emptyset$. Hence the expansions (5.4) and (5.5) are equal. By the uniqueness we get that $P_j$ and $Q$ vanish on $s_0 \times V \times Y$. It follows that $Q = 0$ and we are done.

6. distributions on the open Bruhat cell

Our strategy in the proof of Theorem 4.1 is to restrict our skew-invariant distribution $T$ to the open Bruhat cell and show that it vanishes there.

Let $X = PwP$ be the open Bruhat cell.

Proposition 6.1. Let $T$ be a distribution on $X$ and assume that $T$ satisfies (a) and (b) of Theorem 4.1 and that $T^\tau = -T$. Then $T = 0$.

Proof. We define a map from $N \times P$ to $X = PwN$ by

$$(n, p) \mapsto npw^{-1}$$

It is easy to check that this map is submersive hence by ([2], Lemma 2.3) it induces an onto mapping (which in this case is an isomorphism) from $C_c^\infty(N \times P)$ to $C_c^\infty(X)$. In particular, if $\alpha \in C_c^\infty(N)$ and $\beta \in C_c^\infty(P)$ then $\alpha \otimes \beta \in C_c^\infty(N \times P)$ is mapped to $f_{\alpha \otimes \beta} \in C_c^\infty(X)$ which is given by

$$f_{\alpha \otimes \beta}(bwn) = \alpha(n)\beta(nb)$$

Since $T$ is invariant under conjugation by $N$ we get that there exist a distribution $\sigma_T$ on $P$ such that

$$T(f_{\alpha \otimes \beta}) = \left(\int_N \alpha(n)dn\right)\sigma_T(\beta)$$

for every $\alpha$ and $\beta$ as above. We will show that $\sigma_T = 0$. Since $P$ is isomorphic to $N \times M$ via multiplication it follows that we can identify $\sigma_T$ with a distribution which we again call $\sigma_T$ on $N \times M$. Since $T$ is invariant under conjugation by $S$ it follows that $\sigma_T$ is invariant the following action of $S$ on $N \times M$:

$$s(n,m) = (sns^{-1}, sms^{-1}), \quad s \in S, n \in N, m \in M.$$
Since $T$ is skew-invariant under $\tau$ it follows that $\sigma_T$ is skew invariant under $\tilde{\tau}$ where $\tilde{\tau}$ is given by
$$\tilde{\tau}(n, m) = (\bar{n}^{-1}, \bar{m}^{-1})$$
We identify $N$ with $\mathbb{C}^{n-1} \times \mathbb{R}$ in the following way: For $u \in \mathbb{C}^n$ and $x \in \mathbb{R}$ we let $n(u, x) \in N$ be defined by
$$n(u, x) = \begin{pmatrix} 1 & u & -\bar{u}u/2 + xi \\ 0 & I_{n-1} & -\bar{u} \\ 0 & 0 & 1 \end{pmatrix}.$$  
This mapping between $\mathbb{C}^{n-1} \times \mathbb{R}$ and $N$ is an isomorphism of manifolds. Thus we can identify $\sigma_T$ with a distribution $Q$ on $U(n-1) \times \mathbb{C}^{n-1} \times \mathbb{R} = U(n-1) \times \mathbb{C}^{n-1} \times Y$ with $Y = U(1) \times \mathbb{R}$.

The invariance of $\sigma_T$ under $S$ implies the invariance of $Q$ under the action of $S$ on $U(n-1) \times \mathbb{C}^{n-1} \times Y$ given by
$$d(1, X)(A, u, y) = (XAX^{-1}, Xu, y), \quad X, A \in U(n-1), u \in \mathbb{C}^{n-1}, y \in Y.$$  
The skew invariance of $\sigma_T$ under $\tilde{\tau}$ implies that $Q$ is skew invariant under $$(A, u, y) \mapsto (-A, -\bar{u}, y)$$  
Hence our Proposition follows from Theorem 5.1. \hfill \Box

7. Distributions supported on the closed Bruhat cell

Our strategy in the proof of Theorem 4.1 is to restrict the skew-invariant distribution $T$ to the open Bruhat cell and show that it vanishes there. After that we would like to show that invariant eigendistributions $T$ with support in the closed Bruhat cell vanish identically.

We shall need to define some elements in
$$\mathfrak{g} = \mathfrak{u}(n, 1) = \{ A \in M_{n+1}(\mathbb{C}) : \bar{A}^t w + w A = 0 \}.$$  
Let $E_{j,k}$ be the $(n + 1) \times (n + 1)$ size matrix whose $(j,k)$th entry is 1 and all other entries are 0. We reserve the letter $i$ for $i = \sqrt{-1}$. Let $X_j = E_{1,j+1} - E_{j+1,n}$ and $Y_j = i(E_{1,j+1} + E_{j+1,n})$ $j = 1, \ldots, n-1$. Let $Z = iE_{1,n+1}$. It is easy to check that all these elements are in $\mathfrak{g}$. Moreover, they form a basis for $\mathfrak{n} = Lie(N)$. We let $\mathfrak{n}^t$ be the Lie subalgebra of $\mathfrak{g}$ obtained by taking transpose on all the elements of $\mathfrak{n}$. Then $X_j^t, Y_j^t,$ $j = 1, \ldots, n-1$ together with $Z^t$ form a basis for $\mathfrak{n}^t$. Let $\mathfrak{m} = Lie(M)$ and let $U(\mathfrak{m})$ be the universal enveloping algebra of $\mathfrak{m}$. Let $\Box$ be the Casimir element of $U(\mathfrak{g})$. Then there exist $D \in U(\mathfrak{m})$ so that
$$\Box = \sqrt{2}Z^t Z + \sum_{m=1}^{u-1} X_m^t X_m - \sum_{k=1}^{n-1} Y_m^t Y_m + D$$
Proposition 7.1. Let $T$ be a distribution on $G$ satisfying (a),(b),(c) in Theorem 2.4. Assume that $T$ is supported on $P$. Then $T = 0$.

Proof. The crucial observations for this proof are the following. We first notice that by (b) of Theorem 2.4, $L_Z T = cT$ for some nonzero $c \in \mathbb{C}$ depending on $\psi$. Also, using (a) of Theorem 2.4 we get that

$$L_{X_m} T = R_{X_m} T, \quad L_{Y_m} T = R_{Y_m} T, \quad m = 1, \ldots, n - 1.$$ 

It will turn out to be essential to replace $L_{X_m}$ with $R_{X_m}$ and $L_{Y_m}$ with $R_{Y_m}$ as above. The reason is that $R_{X_m}$ commutes with all the differential operators $L_A$ for $A \in \mathfrak{g}$ while $L_{X_m}$ does not.

We can now write the equation $L_{\square} T = \beta T$ in the form

$$\sqrt{2}cZ T = \sum_{m=1}^{n-1} (L_{Y_m} T - L_{X_m} T) + (\beta - D)T.$$ 

Let $p \in P$. Since $T$ is supported on $P$ and since $\mathfrak{g} = p \oplus n^t$, it follows from the theory of distributions of L. Schwartz [14] that there exists an open set $U_2$ around $p$ such that

$$T = \sum L_{Z_l} L_{Y_{j_1}} \ldots L_{Y_{j_{n-1}}} L_{X_{k_1}} \ldots L_{X_{k_{n-1}}} T_{l,J,K}$$

on $U_2$. Here $J = \{j_1, \ldots, j_{n-1}\}$, $K = \{k_1, \ldots, k_{n-1}\}$, $T_{l,J,K}$ are distributions on $P$. Also, $T_{l,J,K}$ are determined uniquely and at most a finite number of them are nonzero. We shall think of the $T_{l,J,K}$ as the coefficients of the expression in (7.2) or the coefficients of $T$ at $p$. We notice that the distribution that appears in equation (7.1) is also supported on $P$ hence can be written around a neighborhood of $p$ in a unique way. Our goal is to show that if $T$ is nonzero on $U_2$ then the left hand side and the right hand side of (7.1) yield different coefficients contrary to the uniqueness of (7.2). In particular we will show that if $T \neq 0$ around $U_2$ then a certain coefficient of $Q = \sqrt{2}cZ T$ is nonzero on the left hand side of (7.1) while it is zero on the right hand side of (7.1). Write

$$Q = \sum L_{Z_l} L_{Y_{j_1}} \ldots L_{Y_{j_{n-1}}} L_{X_{k_1}} \ldots L_{X_{k_{n-1}}} Q_{l,J,K}$$

around $p$ as in (7.2). Then it is clear that

$$Q_{l,J,K} = \sqrt{2}cT_{l-1,J,K}$$

where we set $T_{l,J,K} = 0$ if $l < 0$. We now study the right hand side of (7.1). We first notice that if $A, B \in \mathfrak{g}$ then $L_A$ commutes with $R_B$. Hence we have

$$L_{X_{m_0}} R_{m_0} T = L_{X_{m_0}} \left( \sum L_{Z_l} L_{Y_{j_1}} \ldots L_{Y_{j_{n-1}}} L_{X_{k_1}} \ldots L_{X_{k_{n-1}}} (R_{X_{m_0} T_{l,J,K}}) \right)$$

...
We notice that $R_{X_{m_0}T_{l,l,K}}$ and $R_{Y_{m_0}T_{l,l,K}}$ are some new distributions on $P$.

Let $||J|| = j_1 + \ldots + j_{n-1}$ and $||K|| = k_1 + \ldots + k_{n-1}$. We call $I(l, J, K) = l + ||J|| + ||K||$ the index of the coefficient $T_{l,l,K}$.

We now compute the contributions of (7.4) (similarly with (7.5)). To do so, we need to compute the contributions of (7.4) (similarly with (7.5)). To do that, we need to compute $L_{X_{m_0}t}$ with the differential operators appearing before $L_{X_{m_0}t}$ in each summand in order to get the unique expansion. However, $X_{m_0}t$ commutes with the elements $Z^t, X_j^t$ except for $Y_j^t$ for which we have $[X_{m_0}t, Y_j^t] = -2Z^t$. Hence $L_{X_{m_0}t}L_{Y_{m_0}t} = L_{Y_{m_0}t}L_{X_{m_0}t} - 2L_{Zt}$. Using that it is possible to write explicitly the unique expression for

$$L_{X_{m_0}t} \left( L_{Z_t}L_{X_{m_0}t}^j \ldots L_{X_{m_0}t}^{j_{n-1}}L_{X_{m_0}t}^{k_1} \ldots L_{X_{m_0}t}^{k_{n-1}} \left( R_{Y_{m_0}t}T_{l,l,K} \right) \right).$$

In each summand of the unique expression for (7.6) the index is less than or equal to $l_0 + ||J_0|| + ||K_0|| + 1$. This is true because $l + ||J|| + ||K|| \leq l_0 + ||J_0|| + ||K_0||$ and applying $L_{X_{m_0}t}$ can only increase the index by one. In order to get a nonzero coefficient of index $l_0 + ||J_0|| + ||K_0|| + 1$ we need to have $l + ||J|| + ||K|| = l_0 + ||J_0|| + ||K_0||$. In that case there will be exactly one coefficient with index $l_0 + ||J_0|| + ||K_0|| + 1$ which is

$$L_{Z_t}L_{X_{m_0}t}^j \ldots L_{X_{m_0}t}^{j_{n-1}}L_{X_{m_0}t}^{k_1} \ldots L_{X_{m_0}t}^{k_{m_0}+1} \ldots L_{X_{m_0}t}^{k_{n-1}} \left( R_{Y_{m_0}t}T_{l,l,K} \right).$$

Since $l < l_0 + 1$ we get our conclusion.
Hence we get a contradiction and $T = 0$ on $p$. Since $T$ is supported on $P$ we get that $T = 0$.
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