NECESSARY CONDITIONS AND SUFFICIENT CONDITIONS FOR DISFOCALITY AND DISCONJUGACY OF A DIFFERENTIAL EQUATION
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A necessary and sufficient criterion for the \((k, n-k)\)-disfocality of the equation \(y^{(n)} + p(x)y = 0\), \(a < x < b\), is proved. This criterion is used to establish explicit necessary conditions for disfocality in terms of lower order equations and integral inequalities. The same criterion is used to obtain sufficient conditions, expressed by inequalities of similar type.

1. Introduction. An \(n\)th order linear differential equation

\[
y^{(n)} + p_i(x)y^{(n-i)} + \cdots + p_n(x)y = 0,
\]

whose coefficients are continuous on an interval \(I\), is said to be \textit{disconjugate} on \(I\) if none of its nontrivial solutions has \(n\) zeros in \(I\) (including multiplicities). If an equation is not disconjugate on \([a, b]\), the conjugate point of \(a\) is defined as the infimum of the values \(t, t > a\), such that the equation is not disconjugate on \([a, t]\). If the conjugate point of \(a\) exists, it is denoted by \(\gamma(a)\). There exists a solution associated with the interval \([a, \gamma(a)]\), which has a zero of multiplicity \(k\) at \(x = a\) and a zero of multiplicity at least \(n - k\) at \(x = \gamma(a)\) for certain \(k, 1 \leq k \leq n - 1\), and which does not vanish in \((a, \gamma(a)]\).

The subject of this paper is the disconjugacy of the equation

\[
y^{(n)} + p(x)y = 0,
\]

where \(p(x)\) is of constant sign. For (1) we have further information about the solution associated with \([a, \gamma(a)]\). It has a zero exactly of multiplicity \(k\) at \(x = a\) and a zero exactly of multiplicity \(n - k\) at \(x = \gamma(n)\). Moreover, \(n - k\) is odd if \(p(x) \geq 0\) and \(n - k\) is even if \(p(x) \leq 0\) [16].

The distribution of the zeros of the solution associated with \([a, \gamma(a)]\) suggests the following definition: Equation (1) is said to be \((k, n-k)\)-\textit{disconjugate} on an interval \(I\) if for every pair of points \(a, b \in I, a < b\), there does not exist a nontrivial solution of (1) which satisfies

\[
y^{(i)}(a) = 0, \quad i = 0, \cdots, k - 1,
\]

\[
y^{(j)}(b) = 0, \quad j = 0, \cdots, n - k - 1.
\]
The least value of \( b \) such that there exists a (nontrivial) solution which satisfies (2), is called the \((k, n - k)\)-conjugate point of \( a \).

Together with \((k, n - k)\)-disconjugacy, we consider a related concept: \((1)\) is called \((k, n - k)\)-disfocal on \( I \) if for every pair of points \( a, b \in I, a < b \), there does not exist a nontrivial solution of \((1)\) which satisfies

\[
y^{(i)}(a) = 0, \quad i = 0, \ldots, k - 1,
\]
\[
y^{(j)}(b) = 0, \quad j = k, \ldots, n - 1.
\]

The concepts of \((k, n - k)\)-disconjugacy and \((k, n - k)\)-disfocality are trivial for certain values of \( k \). It is well known [16] that there exists a nontrivial solution of \((1)\) which satisfies either (2) or (3) only if \( n - k \) is odd and \( p(x) \geq 0 \) or \( n - k \) is even and \( p(x) \leq 0 \). Hence, in the following discussion of \((k, n - k)\)-disconjugacy and disfocality we assume that

\[
(-1)^{n - k} p(x) < 0.
\]

Indeed, for the other values of \( k \), \((1)\) is trivially \((k, n - k)\)-disconjugate and disfocal on every interval, disregarding the magnitude of \(|p(x)|\).

\((k, n - k)\)-disconjugacy and disfocality are connected by the following theorem of Nehari:

**Theorem 1** [18]. If \((1)\) is \((k, n - k)\)-disfocal on \((a, b)\), it is \((k, n - k)\)-disconjugate on \((a, b)\).

\((1)\) is \((k, n - k)\)-disfocal on \((a, \infty)\) if and only if it is \((k, n - k)\)-disconjugate on \((a, \infty)\).

For an alternative proof of Theorem 1, see [1, Lemma 4, Lemma 6].

Theorem 1 is the origin of various necessary criteria and sufficient criteria for disconjugacy. Necessary conditions are obtained according to the scheme

\[
\text{disconjugacy on } (a, \infty) \Rightarrow (k, n - k)\text{-disfocality on } (a, \infty) \Rightarrow \text{coefficient condition} \quad (\text{[2], [6], [15], [18], [20]}),
\]

while sufficient conditions follow from

\[
\text{coefficient condition} \Rightarrow (k, n - k)\text{-disfocality for every } k \Rightarrow (k, n - k)\text{-disconjugacy for every } k \Rightarrow \text{disconjugacy} \quad (\text{[14]}).
\]

For example, in [15] the implication \((n - 1, 1)\)-disconjugacy on \((a, \infty)\) \Rightarrow \((n - 1, 1)\)-disfocality on \((a, \infty)\) has been used implicitly, even before \((k, n - k)\)-disfocality was defined.

The purpose of this paper is to show that many necessary conditions and sufficient conditions for \((k, n - k)\)-disfocality and
disconjugacy, known conditions as well as new ones, can be derived from one and the same principle.

2. Preliminaries. We shall base our study of \((k, n-k)\)-disfocality on the following two characterizations:

**Theorem 2.** Equation (1) is \((k, n-k)\)-disfocal on \((a, b)\) if and only if it has a solution \(y\) which satisfies

\[ y^{(i)}(x) > 0, \quad i = 0, \cdots, k - 1, \]

\[ (-1)^{j-k}y^{(j)}(x) > 0, \quad j = k, \cdots, n - 1 \]
on \((a, b)\).

**Theorem 3.** Equation (1) is \((k, n-k)\)-disfocal on \((a, b)\) if and only if there exist a function \(f \in C^*(a, b)\) which satisfies

\[ f^{(i)}(x) > 0, \quad i = 0, \cdots, k - 1, \]

\[ (-1)^{j-k}f^{(j)}(x) > 0, \quad j = k, \cdots, n - 1, \]

\[ (-1)^{n-1}[f^{(n)} + pf] \geq 0 \]
on \((a, b)\).

Theorem 2 was proved in [1]. For the sake of completeness we shall prove it here again.

First we prove the necessity of (5). (1) has a unique solution (up to a constant multiplicative constant) which satisfies the \(n-1\) boundary value conditions

\[ y^{(i)}(a) = 0, \quad i = 0, \cdots, k - 1, \]

\[ y^{(i)}(s) = 0, \quad j = k + 1, \cdots, n - 1, s > a. \]

For, if \(y_1, y_2\) are two linearly independent solutions satisfying (7) then there exist a nontrivial solution \(y = c_1y_1 + c_2y_2\) which satisfies (7) and \(y^{(k)}(a) = 0\). But this is impossible since, as we have remarked above, (1) is \((k + 1, n - k - 1)\)-disfocal if (4) is assumed.

We normalize the essentially unique solution of (7) so that

\[ \sum_{i=0}^{n-1} |y^{(i)}(a)| = 1, \quad y^{(k)}(a) > 0, \]

and in order to emphasize its dependence on \(s\), we denote it by \(y(x, s)\). An elementary arguments shows that, as result of the uniqueness, \(y(x, s), \cdots, y^{(n-1)}(x, s)\) vary continuously with \(s\). Actually, \(y(x, s)\) can be written explicitely as a \(n \times n\) determinant whose elements are the derivatives of \(n\) arbitrary, linearly independent solutions of (1).
When \( s \) is sufficiently close to \( a \), \( y(x, s), \cdots, y^{(n-1)}(x, s) \) have in
\([a, s]\) no zeros except the \( n-1 \) zeros which are specified in (7). For, if
one of them has another zero, then, by repeated application of Rolle’s
theorem, \( y^{(k)}(a, s) \) too has a zero in \([a, s]\). Consequently, we have
obtained for an arbitrary small interval a nontrivial solution \( y \) such
that each of the derivatives \( y, \cdots, y^{(n-1)} \) has a zero in the interval,
which is impossible. This contradiction confirms that each of
\( y(x, s), \cdots, y^{(n-1)}(x, s) \) has a fixed sign on \([a, s]\). To determine these
signs, observe that by the normalization of \( y(x, s) \), we have
\( y^{(k)}(a, s) > 0 \) and thus \( y^{(k)}(x, s) \geq 0 \) on \([a, s]\); integration and the first
part of (7) give the first part of (5). Now, by (4), 
\((-1)^{s-k}y^{(s)}(x, s) = (-1)^{s-k-1}p(x)y(x, s) > 0; \) integration and the second part of (7) give
the second part of (5). Thus \( y(x, s) \) satisfies (5) on \((a, s)\) if \( s \)
is sufficiently close to \( a \).

Let \( c \) be the supremum of values of \( s, s > a \), such that \( y(x, s) \)
satisfies (5) on \((a, s)\). If \( c = \infty \), the solution \( \lim_{s \to \infty} y(x, s) \) satisfies
(5) on \((a, \infty)\) and in this case the necessity part of Theorem 2
follows. If \( c < \infty \), it will be proved that (1) is not \((k, n-k)\)-disfocal
on \([a, c]\), i.e., \( c \geq b \). In this case we shall conclude that the solution
\( y(x, b) \) satisfies (5).

In order to prove that (1) is not \((k, n-k)\)-disfocal on \([a, c]\), we
observe that as \( s \uparrow c \), we have
\begin{align*}
y^{(i)}(x, c) &\geq 0, \quad i = 0, \cdots, k - 1, \\
(-1)^{i-k}y^{(j)}(x, c) &\geq 0, \quad j = k, \cdots, n - 1, \quad a \leq x \leq c.
\end{align*}

Since \( y^{(i)}(x, c), \ i = 0, \cdots, n - 1, \) are monotonic functions of fixed
signs and since \( y(x, c) \neq 0 \) on every interval, \( y(x, c) \) also satisfies (5)
on \((a, c)\). On the other hand, as \( s \downarrow c \) we obtain by the definition
of \( c \) that \( y(x, c) \) or one of its derivatives has in \([a, c]\) a zero in
addition to the \( n - 1 \) zeros which are specified in (7) (for \( s = c \)).
Combining (5') and (7), \( y^{(i)}(x, c), \ i = 0, \cdots, k - 1, \) are found to be
increasing positive functions on \((a, c)\) and they cannot have any zero
except those given in (7) at \( x = a \). Similarly \((-1)^{i-k}y^{(j)}(x, c), j =
k + 1, \cdots, n - 1, \) are decreasing, positive functions on \([x, c]\). So the
derivative which has in \([a, c]\) a zero not specified in (7) must be
\( y^{(k)}(x, c) \) and since it is positive on \((a, c)\) and decreasing, its only zero
may be only at \( x = c \). Therefore (1) is not \((k, n-k)\)-disfocal on
\([a, c]\). Since (1) is \((k, n-k)\)-disfocal on \((a, b)\), it is disfocal on \([a, b]\)
too and consequently \( b \leq c \). So \( y(x, b) \) satisfies (5) and the necessity
part of Theorem 2 is proved.

The necessity part of Theorem 3 follows from the just proved
necessity part of Theorem 2, and the sufficiency part of Theorem 2
is a particular case of the corresponding part of Theorem 3. Hence,
it suffices to establish the sufficient part of Theorem 3 only.

Let \( f \) satisfy (6). Suppose that (1) is not \((k, n-k)\)-disfocal on \((a, b)\), i.e., there exist two points \(a', b', a' < b'\) in \((a, b)\) and a solution \(y\) of (1) which satisfies the boundary conditions (3) at \(a', b'\). Let \( \lambda_0 \) be the smallest positive value of \( \lambda \) such that for some \(m\), \(0 \leq m \leq n - 1\), the function \((f - \lambda y)^{(m)}\) has a zero in \([a', b']\). \( \lambda_0 \) exists since \(f > 0\) and \(y > 0\) in \((a', b')\). Furthermore, \( \lambda_0 > 0 \) since \(f^{(i)} \neq 0, i = 0, \cdots, n - 1\), on \([a', b']\). In view of inequalities (6) and the definition of \( \lambda_0 \),

\[
(f - \lambda_0 y)^{(i)} \geq 0, \quad i = 0, \cdots, k - 1
\]

\[
(-1)^{j-k}(f - \lambda_0 y)^{(j)} \geq 0, \quad j = k, \cdots, n - 1,
\]

and

\[
(-1)^{n-k}(f - \lambda_0 y)^{(m)} \geq (-1)^{n-k-1}p(f - \lambda_0 y) = |p|(f - \lambda_0 y) \geq 0,
\]

for \(a' \leq x \leq b'\) and \((f - \lambda_0 y)^{(m)}\) has a zero in \([a', b']\). Now we shall show that this is impossible.

Indeed, if \(0 \leq m \leq k - 1\), then,

\[
(f - \lambda_0 y)^{(m)}(a') = f^{(m)}(a') > 0
\]

and

\[
(f - \lambda_0 y)^{(m+1)}(x) \geq 0, \quad a' \leq x \leq b',
\]

so \((f - \lambda_0 y)^{(m)}\) is an increasing function on \([a', b']\), positive at \(a'\), and it does not vanish on \([a', b']\). If \(k \leq m \leq n - 1\), (3) and (6) give

\[
(-1)^{m-k}(f - \lambda_0 y)^{(m)}(b') = (f - \lambda_0 y)^{(m)}(b') > 0.
\]

Since

\[
(-1)^{m-k}(f - \lambda_0 y)^{(m+1)}(x) \leq 0, \quad a' \leq x \leq b',
\]

\((f - \lambda_0 y)^{(m)}\) is decreasing on \([a', b']\) and positive at \(b'\), so has no zeros on \([a', b']\). This contradiction verifies that \(a', b'\) with the above properties cannot exist in \((a, b)\) and so (1) is \((k, n-k)\)-disfocal on \((a, b)\).

We shall use extensively the following lemma whose first part is due to Kiguradze [7].

**Lemma 1.** If

\[
y^{(i)}(x) \geq 0, \quad i = 0, \cdots, k,
\]

\[
y^{(k+1)}(x) \leq 0,
\]
on \([a, b]\) then
\[
(10) \quad (k - i)y^{(i)}(x) \geq (x - a)y^{(i+1)}(x), \quad i = 0, \ldots, k
\]
on \([a, b]\). If, in addition, \(y^{(i)}(a) = 0, i = 0, \ldots, k - 1\), then
\[
(11) \quad (k - i - 1)y^{(i)}(x) \leq (x - a)y^{(i+1)}(x), \quad i = 0, \ldots, k - 1
\]
and \(y^{(i)}(x)/(x - a)^{k-i-1}\) increases on \((a, b)\).

**Proof.** For \(i = k\), (10) holds trivially since \(y^{(k+1)}(x) \leq 0\). If in the identity
\[
\int_a^x [(k - i - 1)y^{(i+1)}(t) - (t - a)y^{(i+2)}(t)] dt
= \left[(k - i)y^{(i)}(x) - (x - a)y^{(i+1)}(x)\right] - (k - i)y^{(i)}(a)
\]
we take \(i = k - 1, k - 2, \ldots, 1, 0\), (10) follows by an argument of decreasing induction, since, according to (9), \(y^{(i)}(a) \geq 0\). For \(k = 2\), \(i = 1\), (10) was proved in [10].

Let now \(y^{(i)}(a) = 0, i = 0, \ldots, k - 1\). (11) holds for \(i = k - 1\) since \(y^{(k)}(x) \geq 0\). Now we have the identity
\[
(12) \int_a^x [(k - i - 2)y^{(i+1)}(t) - (t - a)y^{(i+2)}(t)] dt
= (k - i - 1)y^{(i)}(x) - (x - a)y^{(i+1)}(x).
\]
If we take in (12), \(i = k - 2, k - 3, \ldots, 1, 0\), (11) follows. Consequently \(y^{(i)}(x)/(x - a)^{k-i-1}\) increases.

3. **Necessary conditions.**

**Theorem 4.** Assume that (1) is \((k, n - k)\)-disfocal on \((a, b)\) and let \(1 \leq q \leq k, 1 \leq m - q < n - k\). For every \(\alpha, 0 \leq \alpha \leq k - q\), the \(m\)th order equation \((m < n)\)
\[
(u^{(m)} + (-1)^{m-s-1}P_\alpha(x)u = 0,
\]
where
\[
P_\alpha(x) = [m!/(n - 1)!](x - a)^s \int_a^b (t - x)^{s-n-1-s} |p(t)| dt,
\]
is \((q, m - q)\)-disfocal on \((a, b)\).

**Proof.** Let \(y(x)\) be a solution of (1) which satisfies (5) on \((a, b)\). We consider the \(m + 1\) consecutive derivatives
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\[ y^{(i)}(x) \geq 0, \quad i = k - q, \ldots, k - 1, \]
\[ (-1)^{j-k}y^{(j)}(x) \geq 0, \quad j = k, \ldots, k + m - q \]

and we shall find a relation between \( y^{(k-q)} \) and \( y^{(k+q+m)} \).

Taylor's formula with \( n - j - 1 \) terms around the point \( b \) for the function \( y^{(j)} \) is

\[
y^{(j)}(x) = \sum_{\mu=0}^{n-j-1} \frac{y^{(j)}(b)(x-b)^\mu}{\mu!} + \int_b^x (x-t)^{n-j-1}(y^{(j)}(t)dt)/(n-j-1)! \tag{14}
\]

We substitute \( y^{(n)} = -py \), exchange the limits of integration and multiply (14) by \((-1)^{j-k}\).

\[
(-1)^{j-k}y^{(j)}(x) = \sum_{\mu=0}^{n-j-1} \frac{(-1)^{j-k+\mu}y^{(j+\mu)}(b)(x-b)^\mu}{\mu!} + \int_b^x (t-x)^{n-j-1}(-1)^{n-k-1}p(t)y(t)dt/(n-j-1)! \tag{15}
\]

By (4), \((-1)^{n-k}p(t) = |p(t)|. For k \leq j \leq n - 1, a \leq x \leq b, all the terms in (15) are positive according to (5), hence

\[
(-1)^{j-k}y^{(j)}(x) \geq \int_b^x (t-x)^{n-j-1}|p(t)|y(t)dt/(n-j-1)! \tag{16}
\]

To obtain lower bounds for \( y(t) \) in (16) observe that \( y \) increases, therefore for \( 0 \leq \nu \leq 1, \)

\[
y(t) \geq y^{(\nu)}(x)[y(x)]^{1-\nu}, \quad t > x. \tag{17}
\]

By Lemma 1, we have for \( 0 \leq i \leq k, \)

\[
y(x) \geq (x-a)y'(x)/k \geq \cdots \geq (x-a)^iy^{(i)}(x)/[k(k-1)\cdots(k-i+1)], \quad x \geq a. \tag{18}
\]

Since \( y, \ldots, y^{(k-1)} \) increases, we have for \( 0 \leq i \leq k - 1, \)

\[
y(t) \geq (t-x)^iy^{(i)}(x)/i!, \quad t \geq x. \tag{19}
\]

Substituting (18) and (19) into (17), we obtain for \( 0 \leq i \leq k - 1, \)

\[
y(t) \geq y^{(i)}(x)(x-a)^{(i-1)\nu}(t-x)^{\nu}[((k-i)!/[k!])^{-\nu}][i!]^\nu, \quad t \geq x \geq a. \tag{20}
\]

From (20) and (16) we deduce now that
Finally, we choose \( j = k - q + m(\geq k) \), \( i = k - q(\leq k - 1) \) and we set \( \alpha = (k - q)v \). Since \( !l/r! \geq (l + 1)!/(r + 1)! \) whenever \( l \leq r \),

\[
\binom{k}{i} \frac{(k - i)!}{k!(n - j - 1)!} = \frac{\Gamma(v)}{\Gamma(q)} \frac{q!}{(n - m - 1 + q - k)!k!} \geq \frac{m!}{(n - m - 1 + q)} \geq \frac{m!}{(n - 1)!},
\]

and (21) gives

\[
(\alpha^2 - \alpha) \Gamma(\alpha - \alpha) \int_a^b (t - x)^n x^{n-1} |p(t)| \, dt \cdot m!(n - 1)!
\]

Since \( 0 \leq \nu \leq 1 \), we have \( 0 \leq \alpha \leq k - q \). The function \( f(x) = y^{(k-q)}(x) \) satisfies according to (5) and (22),

\[
\begin{align*}
\frac{f^{(i)}(x)}{x - a} &> 0, \quad i = 0, \ldots, q - 1, \\
(-1)^{i-k} \frac{f^{(i)}}{x - a} &> 0, \quad i = q, \ldots, m, \\
(-1)^{m-q} [f^{(m)}(x) + (-1)^{m-q} P_a(x)f] &\geq 0
\end{align*}
\]

on \((a, b)\). By Theorem 3, (13) is \((q, m - q)\)-disfocal on \((a, b)\).

Theorem 4 is valid for \( b = \infty \) also. If (1) is \((k, n - k)\)-disfocal on \((a, \infty)\) and \( y \) is a solution which satisfies (5) on \((a, \infty)\), then (22) holds for every \( b, a < b < \infty \). Hence (22) holds for \( b = \infty \) also and (13) is \((q, m - q)\)-disfocal on \((a, \infty)\). For \( m = 2, q = 1 \) compare with Theorem 2 of [12] and Theorem 1 of [13].

**Theorem 5.** Let (1) be disconjugate on \((a, \infty)\) and let \( 2 \leq m \leq n - 2 \). Then the two equations

\[
(23) \quad u^{(m)} + P_a(x)u = 0, \quad u^{(m)} - P_a(x)u = 0
\]

(where \( P_a(x) \) is defined in the statement of Theorem 4), are disconjugate on \((a, \infty)\) for \( 0 \leq \alpha \leq n - m - 2 \). Furthermore, one of the above two equations, namely

\[
(24) \quad u^{(m)} + [-\text{sgn } p] P_a(x)u = 0
\]

is disconjugate on \((a, \infty)\) for \( 2 \leq m \leq n - 1, 0 \leq \alpha \leq n - m - 1 \).

**Proof.** If (1) is disconjugate on \((a, \infty)\), it is \((k, n - k)\)-discon-
jugate and hence, by Theorem 1, \((k, n - k)\)-disfocal on \((a, \infty)\) for every \(k, 1 \leq k \leq n - 1\). We shall use this property to show that equations (23) are \((q, m - q)\)-disfocal and \((q, m - q)\)-disconjugate on \((a, \infty)\) for every \(q, 1 \leq q \leq m - 1\). This, in turn, will imply that the above equations are disconjugate.

Let \(q, 1 \leq q \leq m - 1\), be given. One of the equations (23) is trivially \((q, m - q)\)-disfocal since the corresponding necessary condition, similar to (4), it not satisfied. For the other equation, we have to find an integer \(k\), such that \(q \leq k\), \(m - q < n - k\) and \((-1)^{n-k}p(x) \leq 0\). We choose \(n - k = m - q + 1\) or \(n - k = m - q + 2\) so that (4) will be satisfied. Accordingly \(k - q\) will be \(n - m - 1\) or \(n - m - 2\) and so we may take \(0 \leq \alpha \leq n - m - 2\) in Theorem 4. It follows now by Theorem 4 that the appropriate equation of (23) is \((q, m - q)\)-disfocal and hence \((q, m - q)\)-disconjugate on \((a, \infty)\). Thus equations (23) are disconjugate there.

For (24) we are interested in those values of \(q\), which satisfy \((-1)^{m-q}\{ -\text{sgn} p\}P(x) \leq 0\), i.e., \((-1)^{m-q}p \geq 0\). For such \(q\) we choose \(n - k = (m - q) + 1\), i.e., \(k = q + (n - m - 1)\). This choice fits Theorem 4 whenever \(n \geq m + 1\) and we may take \(0 \leq \alpha \leq n - m - 1\). The proof now follows by Theorem 4. For \(n = 3, m = 2\), compare with [2].

The proof of the next theorem is analogous to that of Theorems 4 and 5.

**Theorem 6.** If (1) is disconjugate on \((a, \infty)\), then the \(m\)th order equation \((2 \leq m < n)\),

\[
(25) \quad u^{(m)} + [m!/n!](x - a)^{n-m}p(x)u = 0
\]

is disconjugate on \((a, \infty)\).

**Proof.** It suffices to prove that (25) is \((q, m - q)\)-disfocal on \((a, \infty)\) for every \(q, 1 \leq q \leq m - 1\), such that \((-1)^{m-q}p(x) \leq 0\). Let \(q\) be such an integer. Since (1) is disconjugate on \((a, \infty)\), it is \((n - m + q, m - q)\)-disfocal on \((a, \infty)\) and it has a solution \(y\) such that

\[
(26) \quad y^{(i)} > 0, \quad i = 0, \ldots, n - m + q - 1, \\
(-1)^{(n-m+q)}y^{(j)} > 0, \quad j = n - m + q, \ldots, n.
\]

Consider the derivatives \(y^{(n-m)}, \ldots, y^{(n)}\). We have

\[
(27) \quad (-1)^{m-q}y^{(n)}(x)/y^{(n-m)}(x) = (-1)^{m-q-1}p(x)y(x)/y^{(n-m)}(x) = |p(x)|y(x)/y^{(n-m)}(x).
\]
By Lemma 1,
\[ y(x) \geq (x - a)y'(x)/(n - m + q) \]
\[ \geq \cdots \geq (x - a)^{n-m}y^{(n-m)}(x) \cdot q/(n - m + q)! \]
Since \( m > q \), we have \( q!(n - m + q)! \geq m!/n! \) and so by (27),
\[ (-1)^{m-q}y^{(m)}(x)/y^{(n-m)}(x) \geq |p(x)| \cdot (x - a)^{n-m}m!/n! \]
If we denote \( f = y^{(n-m)} \), (26) and (28) yield
\[ f^{(i)} > 0, \quad i = 0, \ldots, q - 1, \]
\[ (-1)^{j-s}f^{(j)} > 0, \quad j = q, \ldots, m, \]
\[ (-1)^{m-q}[f^{(m)} + (m!/n!)(x - a)^{n-m}p(x)f] \geq 0, \quad a \leq x \leq \infty. \]
By Theorem 3, (25) is \((q, m - q)\) disfocal on \((a, \infty)\) for every \( q, 1 \leq q \leq m - 1 \), such that \((-1)^{m-q}p(x) \leq 0\), hence (25) is disconjugate on \((a, \infty)\). For \( n = 3, m = 2 \), see [10]. For \( p \geq 0, m = 2 \), compare with [4].

The techniques of the proof of Theorem 4 provide more necessary conditions for \((k, n - k)\) disfocality. If in (21) we take \( j = k, i = k - 1 \), then

\[ y^{(k)}(x) \geq y^{(k-1)}(x) \cdot (x - a)^{(k-1)/(1-\nu)} \int_{x}^{b} (t - x)^{n-k-1/(1-\nu)} |p(t)| dt \]
\[ \quad \times k^x/[k!(n - k - 1)!]. \]
By (10), \( y^{(k-1)}(x) \geq (x - a)y^{(k)}(x) \). Substituting this inequality into (29) and setting \( \alpha = 1 + (k-1)(1-\nu) \), we obtain the necessary condition

\[ (x - a)^{\alpha} \int_{x}^{b} (t - x)^{n-1-\alpha}|p(t)| dt \]
\[ \leq k^{(\alpha-1)/(k-1)} \cdot (k - 1)!(n - k - 1)!, \]
\[ a \leq x \leq b, \text{ for every } 1 \leq \alpha \leq k. \]
It is well known that (1) is \((k, n - k)\) disfocal if and only if the adjoint equation
\[ y^{(n)} + (-1)^{n-p(x)y} = 0 \]
is \((n - k, k)\) disfocal. Hence in (30) we may replace \( k \) by \( n - k \) and obtain the necessary condition

\[ (x - a)^{\alpha} \int_{x}^{b} (t - x)^{n-1-\alpha} |p(t)| dt \]
\[ \leq (n - k)^{(\alpha-1)/(n-k-1)}(k - 1)!(n - k - 1)! \]
for $\alpha, 1 \leq \alpha \leq n - k$. For $n = 4$, $p \leq 0$, compare (30) and (32) with Theorem 3.3 of [6].

A useful particular case of (30) (for $\alpha = 1$) is the necessary condition

\[(x - a) \int_{x}^{b} (t - x)^{n-2} |p(t)| \, dt \leq (k - 1)! \, (n - k - 1)! \]

**Theorem 7.** If (1) is $(k, n - k)$-disfocal on $(0, \infty)$ then

\[x \int_{x}^{\infty} t^{n-2} |p(t)| \, dt \leq e'(n - 1)(k - 1)! (n - k - 1)! \quad 0 < x < \infty \]

**Proof.** In (33) we choose $a = 0$, $b = \infty$ and diminish the domain of integration from $(x, \infty)$ to $(\beta x, \infty)$, where $\beta > 1$. For $t \in [\beta x, \infty)$ we have $t - x \geq (1 - 1/\beta) t$ and so

\[(n - k - 1)! (k - 1)! \geq x \int_{\beta x}^{\infty} (t - x)^{n-2} |p| \, dt \geq (1 - 1/\beta)^{n-2} \beta^{-1} \beta^{n-1} (n - k - 1)! (k - 1)! \]

for every $0 < x < \infty$. Denote $u = \beta x$. Then

\[u \int_{u}^{\infty} t^{n-2} |p(t)| \, dt \leq \beta^{n-1} (\beta - 1)^{-1(n-2)} (n - k - 1)! (k - 1)! \]

for every $0 < u < \infty$, and (34) follows if we choose $\beta = n - 1$. For comparison note that Nehari proved the necessary condition

\[x^{\alpha} \int_{x}^{\infty} t^{n-\alpha - 1} |p(t)| \, dt \leq (n - 1)^{\alpha} (k - 1)! (n - k - 1)! / \alpha \]

for $0 < \alpha \leq n - 1$ [17, Theorem 5.3]. For even $n$ and $k = n - k$, see [19].

If (1) is disconjugate we take an integer $k$ which satisfies (4) and which minimizes the right hand side of (34). For odd $n$ we choose either $k = (n - 1)/2$ or $k = (n + 1)/2$ and for even $n$, either $k = n/2$ or $k = n/2 + 1$. In either cases, $(k - 1)! (n - k - 1)! \leq [n/2]! [n/2 - 1]!$. Thus if (1) is disconjugate on $(0, \infty)$ then

\[x \int_{x}^{\infty} t^{n-2} |p(t)| \, dt \leq e(n - 1)[n/2]![n/2 - 1]! \quad 0 < x < \infty \]

(36) is stronger than the condition (7.10) or (7.12) of [18] and of course, than that of [15].

The constants on the right hand side of (30) and (32) increase with $\alpha$, while the right hand side of (35) is a decreasing function.
of $\alpha$. This phenomenon is not unnatural. Indeed, for $a = 0$, $b = \infty$, and $p(x) = cx^{-n}$, the integrals in (35) and (30) are

\[
x^a \int_x^\infty t^{n-a-1} \cdot c t^{-n} dt = c/\alpha,
\]

\[
x^a \int_x^\infty (t-x)^{n-a-1} \cdot c t^{-n} dt = c \Gamma(\alpha) \Gamma(n-\alpha)/\Gamma(n).
\]

$\Gamma(\alpha) \Gamma(n-\alpha)$ increases for $\alpha \leq n/2$, and since $\min \{k, n-k\} \leq n/2$, the left hand side of at least one of (30) and (32) increases.

We do not know what is the best (smallest) constant $N(\alpha)$ which can be taken on the right hand side of (30) (or (35)) to provide a necessary condition for $(k, n-k)$-disfocality. However, for $\alpha = (\beta + \gamma)/2$ we have

\[
[N(\beta + \gamma)/2]^2 \leq N(\beta) \cdot N(\gamma).
\]

Hence $[N(\beta + \gamma)/2]^2 \leq N(\beta) \cdot N(\gamma)$. Both the constants in (30) and (35) satisfy this inequality.

4. Sufficient conditions. Theorems 2 and 3 enable us to obtain sufficient conditions for $(k, n-k)$-disfocality of (1). Our next theorem generalizes Theorem 5.1 of [18] and suggests also a simple proof to that theorem.

**THEOREM 8.** Given $q, k \leq q \leq n - 1$, (1) is $(k, n-k)$-disfocal on $(a, b)$ if and only if there exists a nonnegative function $R \in C^*$ which satisfies $R^{(i)}(a) \geq 0$, $i = 0, \ldots, k-1$, $(-1)^{j-k}R^{(j)}(b) \geq 0$, $j = k, \ldots, q - 1$ and

\[
(-1)^{q-k} R^{(q)}(x) \geq \int_x^b (t-x)^{n-q-1} |p(t)| R(t) dt/(n-q-1)!
\]

**Proof.** For $q = k$, this is Theorem 5.1 of [18]. To prove the necessity part of the theorem we take $R(x)$ as a solution $y$ of (1) which satisfies (5). (38) follows then from (16) for $j = q$.

To prove the sufficiency part of the theorem, we integrate (38) repeatedly on $[x, b]$. By the assertion $(-1)^{j-k} R^{(j)}(b) \geq 0$, $j = k, \ldots, q - 1$, we obtain after $q - k$ integrations

\[
R^{(k)}(x) \geq \int_x^b (t-x)^{n-k-1} |p(t)| R(t) dt/(n-k-1)!
\]
(which, actually, is the assumption of Theorem 5.1 of [18]).

Integrating \( k \) times on \([a, x]\), we obtain

\[
R(x) \geq \sum_{i=0}^{k-1} R^{(i)}(a)(x-a)^i/i!
\]

\[
+ \int_a^x (x-s)^{k-1} \left( \int_s^x (t-s)^{n-k-1} |p(t)| R(t) dt \right) ds/[(k-1)!(n-k-1)!].
\]

Let

\[
f(x) = \int_a^x (x-s)^{k-1} \left( \int_s^x (t-s)^{n-k-1} |p(t)| R(t) dt \right) ds/[(k-1)!(n-k-1)!].
\]

Differentiation gives

\[
f^{(j)}(x) \geq 0, \quad j = 0, \ldots, k-1,
\]

\[
(-1)^{j-k} f^{(j)}(x) \geq 0, \quad j = k, \ldots, n-1, \quad a \leq x \leq b.
\]

By (39), \( R(x) \geq f(x) \), so to the end

\[
(-1)^{n-k} f^{(n)}(x) = |p(x)| R(x) \geq |p(x)| f(x) = (-1)^{n-k} p(x) f(x),
\]

i.e.,

\[
(-1)^{n-k} [f^{(n)} + pf] \geq 0,
\]

and (1) is \((k, n-k)\)-disfocal by Theorem 3.

Explicit sufficient conditions can be derived from Theorem 8 by choosing a suitable function \( R \). If we set \( R(x) = (x-a)^{k-\nu}, \quad 0 < \nu < 1 \), we obtain that if for some integer \( q, \, k \leq q \leq n-1 \), and \( 0 < \nu < 1 \).

\[
(x-a)^{s-k+\nu} \int_s^x (t-a)^{n-(q-k+\nu)-1} |p(t)| dt
\]

\[
\leq (n-q-1)! \prod_{i=1}^q |q-k+\nu-i|
\]

\( a \leq x \leq b \), then (1) is \((k, n-k)\)-disfocal on \((a, b)\), \( a < b \leq \infty \). Note that for \( q = k \), \( \nu = 0 \) is permitted also. For \( q = k \), see (5.20) of [17].

If we set \( R(x) = (x-a)^{k-1} \log (x-a) \), we obtain (by using the identity \((x^{k-1} \log x)^{(k)} = (k-1)! x^{-(k-1)}\)) the sufficient condition

\[
(x-a)^{s-k+1} \int_s^x (t-a)^{n-q-k-2} \log (t-a) |p(t)| dt
\]

\[
\leq (k-1)! (q-k)! (n-q-1)!
\]

which generalizes (40) for \( \nu = 1 \).

Our next goal is to obtain sufficient conditions for \((k, n-k)\)-disfocality of the form
For additional values of $\alpha$. For this purpose we generalize Theorem 4.5 of [3]:

**Theorem 9.** Let the equation

$$y^{(n)} + p_1(x)y = 0$$

be $(k, n-k)$-disfocal on $(a, b)$ and let $f(x)$ be a positive, differentiable function such that $f(x)/(x-a)^{k-1}$ is nonincreasing on $(a, b)$. If $\text{sgn} [p_1(x)] = \text{sgn} [p(x)]$ and

$$\int_a^b f(t)|p_1(t)|dt \geq \int_a^b f(t)|p(t)|dt, \quad a \leq x \leq b,$$

then (1) is $(k, n-k)$-disfocal on $(a, b)$.

If $b = \infty$, $f(x)$ is nonincreasing and (43) holds, then the disconjugacy of (42) implies the disconjugacy of (1) on $(a, \infty)$.

**Proof.** The first part of the theorem, with $f \equiv 1$, is proved in Theorem 4.5 of [3] as a consequence of a comparison theorem for an associated eigenvalue problem. That proof is based on the theory of $u_0$-positive operators. We shall prove now the theorem as a corollary of Theorem 8.

Let $y(x)$ be a solution of (42) which satisfies (5). By the proof of Theorem 2, we may assume without loss of generality that $y^{(i)}(a) = 0, \ i = 0, \ldots, k-1$. According to Lemma 1, $y(x)/(x-a)^{k-1}$ is a nondecreasing function hence also

$$y(x)/f(x) = [y(x)/(x-a)^{k-1}] \cdot [(x-a)^{k-1}/f(x)]$$

is nondecreasing. By (16) we have for $j = n-1$

$$(-1)^{n-1-k}y^{(n-1)}(x) \geq \int_a^b |p_1(t)|y(t)dt.$$

Now we show that

$$\int_a^b |p_1(t)|y(t)dt \geq \int_a^b |p(t)|y(t)dt.$$

Indeed, $y/f$ does not decrease, hence we have by (43) and the second mean value theorem,

$$\int_a^b |p_1(t)|y(t)dt - \int_a^b |p(t)|y(t)dt = \int_a^b [\ |p_1| - |p|f ] \cdot [y/f]dt$$

$$= [y(x)/f(x)][ \int_a^b |p_1| - |p|f]dt + [y(b)/f(b)] \int_a^b |p_1| - |p|f]dt$$

$$\geq [y(x)/f(x)] \int_a^b |p_1| - |p|f]dt \geq 0.$$
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Therefore

\[ (-1)^{n-1-k}y^{(n-1)}(x) \geq \int_a^b |p(t)| y(t) dt. \]

Hence \( R = y \) satisfies the assumptions of Theorem 8 for \( q = n - 1 \) and consequently (1) is \((k, n - k)\)-disfocal.

Our theorem holds even if \( b = \infty \), since as \( b \to \infty \), the appropriate limits exist. First, \( y(x)/f(x) \) is nondecreasing, hence \( y(x)/f(x) \geq A \) for a certain constant \( A > 0 \). Therefore,

\[ (-1)^{n-1-k}y^{(n-1)}(x) \geq \int_a^b |p_i(t)| y(t) dt \geq A \int_a^b |p_i(t)| f(t) dt, \]

and the integrals \( \int_a^\infty |p_i| y dt, \int_a^\infty |p_i| f dt \) exist. \( \xi \) depends on \( b \) and we may choose a sequence \( \{b_i\} \), \( b_i \to \infty \), such that \( \xi(b_i) \) converges to a limit \( (\leq \infty) \). So, as \( b_i \to \infty \), also the terms which contain \( \xi \) must converge to finite limits, and the theorem follows.

The last detail of the theorem follows from the fact that (1) is disconjugate on \((a, \infty)\) if and only if it is \((k, n - k)\)-disfocal on \((a, \infty)\) for every \( k, 1 \leq k \leq n - 1 \).

Let us use Theorem 9 to compare (1) with the equation

\[ y^{(n)} + c(x-a)^{-n}y = 0, \quad a < x < \infty. \]

\( y = (x-a)^r \) is a solution of (44) if \( r \) is a root of the algebraic equation

\[ r(r-1) \cdots (r-n+1) + c = 0. \]

If (44) has a solution \( y = (x-a)^r \) with \( k - 1 < r < k \), it is \((k, n - k)\)-disfocal on \((a, \infty)\) by Theorem 2. If we define

\[ A_k \overset{\text{def}}{=} \max_{k-1 < r < k} \{r(r-1) \cdots (r-k+1) |r-k| \cdots |r-n+1|\}, \]

then (44) is \((k, n - k)\)-disfocal for \( c, 0 \leq (-1)^{n-k}c \leq A_k \).

We put in (43) \( |p_i(x)| = A_k(x-a)^{-n}, f(x) = (x-a)^{n-\alpha-1}, n - k \leq \alpha < \infty \). By Theorem 9 we obtain that if

\[ (x-a)^{\alpha-1} \int_a^b (t-a)^{n-\alpha-1} |p(t)| dt \leq A_k/\alpha, \quad a < x < \infty, \]

then (1) is \((k, n - k)\)-disfocal on \((a, b)\).

We have already mentioned that (1) is \((k, n - k)\)-disfocal if and only if its adjoint (31) is \((n - k, k)\)-disfocal. Since \( A_{n-k} = A_k \), we may take in (46) values of \( \alpha, \min \{k, n - k\} \leq \alpha < \infty \). The criteria (46) for different values of \( \alpha \) cannot be compared with each other,
since both sides of (46) decrease with $\alpha$. For $n = 4, p < 0$, compare (46) with Theorem 4.5 of [6].

To summarize, we restate (40) and (46):

**Corollary.** Each one of the inequalities

\[
(x - a)^{n - 1} \int_a^b (t - a)^{n - \alpha} |p(t)| \, dt \leq \left\{ \begin{array}{ll}
(n - [\alpha + k] - 1)! \prod_{i=1}^{\alpha-k} |\alpha - i| & 0 \leq \alpha < n - k \\
A_k/\alpha & \alpha \neq 1, 2, \ldots, n - k - 1 \\
\min \{k, n - k\} \leq \alpha < \infty
\end{array} \right.
\]

implies the $(k, n - k)$-disfocality of (1) on $(a, b)$.

Indeed, for $0 < \alpha < n - k$, $\alpha$ noninteger, set in (40) $\alpha = q - k + \nu$ where $0 < \nu < 1$, $q = [\alpha + k]$. Then $k \leq q \leq n - 1$. For $\alpha = 0$, (47) follows from (40) for $q = k$, $\nu = 0$ (which is permitted). For $0 \leq \alpha < 1$, compare (47) with (5.20) of [17]. For $n = 4$, $p < 0$, see also Theorem 4.5 of [6].

We end this discussion by the following simple bound for $A_k$.

If $1 < k < n - 1$, we take in (45) $r = k - 1/2$ and obtain that

\[
A_k \geq \{(k-1/2) \cdot (k-3/2) \cdot (5/2) \cdot (3/2) \cdot (1/2) \} \cdot \{(1/2) \cdot (3/2) \cdot (n-k-1)! \} = (9/16) \cdot (k-1)! \cdot (n-k-1)!.
\]

If (47) holds for every $k$, $1 \leq k \leq n - 1$, (1) is disconjugate. If we choose for example $\alpha = n - 1$ and replace $A_k$ in (47) by $A = \min \{A_1, \ldots, A_{n-1}\}$ we obtain that

\[
(x - a)^{n-1} \int_a^b |p(t)| \, dt \leq A/(n - 1)
\]

implies the disconjugacy of (1) on $(a, b)$. From (48) we have the trivial bound $A \geq (\lceil n/2 \rceil - 1)!/2$. See also [8], [9].

More necessary conditions and sufficient conditions can be obtained by change of variables in (1).

**Lemma 2** [5]. Let $y(x)$ be a solution of (1) and let $\xi = (ax + \beta)/(\gamma x + \delta)$. The function $u(\xi) = (\alpha - \gamma \xi)^{n-1} y((\delta \xi - \beta)/(\gamma \xi + \alpha))$ is a solution of the equation

\[
\frac{d^n u}{d\xi^n} + \frac{(\alpha \delta - \beta \gamma)^n}{(\alpha - \gamma \xi)^n} p \left( \frac{\delta \xi - \beta}{\gamma \xi + \beta} \right) u(\xi) = 0.
\]

If $y(x)$ has a zero of certain multiplicity, then obviously $u(\xi)$ has a zero of the same multiplicity at the corresponding point. Hence (1) is disconjugate on an interval if and only if (45) is dis-
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conjugate on an corresponding interval. Moreover, (1) is \((k, n - k)\)-disconjugate if and only if (49) is \((k, n - k)\)-disconjugate, provided that \(a\beta - \beta\gamma > 0\). When \(a\gamma - \beta\gamma < 0\), i.e., the Mobius transformation inverts the orientation, (1) is \((k, n - k)\)-disconjugate if and only if (49) is \((n - k, k)\)-disconjugate. The invariance of disfocality is not self evident. However, on an infinite interval \((k, n - k)\)-disfocality and \((k, n - k)\)-disconjugacy are equivalent. Hence if \(\xi = \xi(x)\) maps \((a_1, \infty)\) onto \((a_2, \infty)\), not only disconjugacy survives but disfocality also.

For example, the transformation \(\xi - a = (x - a)^{-1}\) maps \((a, \infty)\) onto itself and reverses the orientation. (1) is transformed into

\[
\begin{align*}
(u - a)^{a} + (-1)^{a}(\xi - a)^{-2a}p(a + (\xi - a)^{-1})u &= 0 ,
\end{align*}
\]

and (1) is \((k, n - k)\)-disconjugate and disfocal on \((a, \infty)\) if and only if (50) is \((n - k, k)\)-disconjugate and disfocal on \((a, \infty)\). Let \(c_k(\alpha)\) be the right hand side of (47), i.e., let

\[
(x - a)^{a}\int_{a}^{\infty}(t - a)^{n-\alpha-1}|p(t)|\,dt \leq c_k(\alpha) , \quad a < x < \infty
\]

ensure the \((k, n - k)\)-disfocality of (1). Similarly

\[
(\xi - a)^{a}\int_{a}^{\infty}(t - a)^{n-\alpha-1}|(t - a)^{-2a}|p(a + (\xi + a)^{-1})|\,dt \leq c_{n-k}(\alpha)
\]

implies that (50) is \((n - k, k)\)-disfocal and disconjugate on \((a, \infty)\) hence (1) is \((k, n - k)\)-disfocal and disconjugate on \((a, \infty)\). By setting \(t - a = (s - a)^{-1}\), (51) reduces to

\[
(\xi - a)^{a}\int_{a}^{\infty}(s - a)^{n+a-1}|p(s)|\,ds \leq c_{n-k}(\alpha) , \quad a < \xi < \infty .
\]

If we substitute \(u - a = (\xi - a)^{-1}\), (52) is equivalent to

\[
(\xi - a)^{a}\int_{a}^{u}(s - a)^{n+a-1}|p(s)|\,ds \leq c_{n-k}(\alpha) , \quad a < u < \infty .
\]

**Corollary.** If

\[
(x - a)^{a}\int_{a}^{b}(s - a)^{n+a-1}|p(s)|\,ds \leq c_{n-k}(\alpha) , \quad a < x < b
\]

then (1) is \((k, n - k)\)-disfocal on \((a, b)\).

For \(b = \infty\), the corollary was proved above. When \(b\) is finite, we may define \(\bar{p}(x) = p(x)\) for \(a \leq x \leq b\) and \(\bar{p}(x) = 0\) for \(b < x < \infty\). Then (53) holds, with \(\bar{p}\) replacing \(p\), on \((a, \infty)\) and the corresponding equation is \((k, n - k)\)-disfocal on \((a, \infty)\), in particular on \((a, b)\).
Similarly, the necessary conditions (35) of Nehari are transformed to

\[ x^{-\alpha} \int_{s}^{x} s^{n-\alpha-1} |p(s)| \, ds \leq (n-1)^{\gamma}(k-1)! (n-k-1)!/\alpha \]

for \( 0 < \alpha \leq n-1 \). For \( n = 2 \) see [14, p. 432] and for \( n = 4, p < 0 \), see Theorem 3.2 of [6].

Finally we obtain conditions specific for a compact interval. The transformation \( \xi = (x-a)/(b-x) \) maps \((a, b)\) onto \((0, \infty)\) and keeps the orientation. (1) is transformed into

\[ u^{(n)} + (b-a)^{n}(1+\xi)^{-2n}p((b\xi + a)/(\xi + 1))u = 0 \], \( 0 < \xi < \infty \)

and (1) is \((k, n-k)\)-disconjugate on \((a, b)\) if and only if (55) is \((k, n-k)\)-disconjugate and disfocal on \((0, \infty)\). By (47), if

\[ \xi \int_{s}^{x} t^{n-\alpha-1}((b-a)^{n}(1+\xi)^{-2n})^{p((bt + a)/(t + 1))}dt \leq c_{\xi}(\alpha), \quad 0 < \xi < \infty \]

then (55) is \((k, n-k)\)-disconjugate and disfocal on \((0, \infty)\). Substituting \( t = (s-a)/(b-s) \) and \( \xi = (x-a)/(b-x) \) we obtain the sufficient condition.

\[ \left(\frac{x-a}{b-x}\right)^{n} \int_{a}^{b} (s-a)^{n-\alpha-1}(b-s)^{n-\alpha-1}|p(s)| \, ds \leq c_{\xi}(\alpha)(b-a)^{n-\alpha-1}, \]

\( a < x < b \),

for \((k, n-k)\)-disconjugacy. By using (53) instead of (47) for equation (55), we can exchange the roles of \( a \) and \( b \) in (56).

For \( \alpha = 0 \), (56) gives a weaker but simpler sufficient condition

\[ \int_{a}^{b} (s-a)^{n-\alpha-1}(b-s)^{n-\alpha-1}|p(s)| \, ds \leq (b-a)^{n-\alpha-1}(n-k-1)!/k! \]

Levin found the same condition with the better constant

\( (b-a)^{n-\alpha-1}(n-k-1)! (k-1)! (n-1) \) [11].

Necessary conditions of similar type are available from (35).
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