COUPLED SURFACE AND GRAIN BOUNDARY MOTION: A TRAVELLING WAVE SOLUTION
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Abstract. Existence and uniqueness are proven for a travelling wave solution for a problem in which motion by mean curvature is coupled with surface diffusion. This problem pertains to a bicrystal in a ”quarter-loop” geometry in which one grain grows at the expense of the other, and the internal grain boundary between the two crystals contacts the exterior surface at a ”groove root” or ”tri-junction” where various balance laws hold. Far in front and behind the groove root the overall height of the bicrystal is assumed to be unperturbed. Whereas in a previous paper [15] a partially linearized formulation was considered for which explicit solutions could be found, here we treat the fully nonlinear problem. Employing an angle formulation and a scaled arc-length parameterization, we reduce the problem to the solution of a third order ODE with a jump condition at the origin. Existence is proven if \( m \), the ratio of the exterior surface energy to the surface energy of the grain boundary, is less than about \( \approx 0.92 \). Uniqueness of these solutions is demonstrated within the class of single-valued solutions. A numerical comparison is made with the solution of the partially linearized formulation found earlier for the sake of illustration.
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1. Introduction

In this paper, we analyze the coupled motion of a grain boundary which is attached at a ”groove root” to an exterior surface which evolves under the influence of surface diffusion. More precisely, we find travelling wave solutions describing grain boundary motion in a bicrystal in the context of the ”quarter loop” geometry [9, 10], see Figure 1. In accordance with the manner in which the bicrystal is produced, it is reasonable to assume that the cross-section of the bicrystal is uniform, so that the problem is effectively two-dimensional. And assuming that the cross-sectional dimensions of the specimen are small relative to its length, it is also reasonable to treat the bicrystal as if it were of infinite lateral extent. We assume the grain boundary to evolve according to motion by mean curvature,

\[
\mathbf{V} = A \kappa,
\]  

(1.1)
where $V$ denotes the normal velocity of the surface and $\kappa$ denotes its mean curvature. Away from the ”groove root” or ”tri-junction,” the evolution of the exterior surface can be assumed to be governed by surface diffusion

$$V = -B\kappa_{ss},$$

(1.2)

where $s$ denotes an arc-length parameterization of the exterior surface. At the groove root or tri-junction it is reasonable to assume that the boundary conditions are given Young’s law, continuity of the surface chemical potentials, and the balance of mass flux. Young’s law can be written as

$$\frac{\gamma_{\text{exterior surface}}}{\sin(\theta_{\text{left}})} = \frac{\gamma_{\text{exterior surface}}}{\sin(\theta_{\text{right}})} = \frac{\gamma_{\text{grain boundary}}}{\sin(\theta_{\text{groove root}})}$$

(1.3)

where $\gamma_{\text{exterior surface}}$, $\gamma_{\text{grain boundary}}$ denote respectively the surface energies of the exterior surface and of the grain boundary, $\theta_{\text{groove root}}$ denotes the angle at the groove root, and $\theta_{\text{left}}$, $\theta_{\text{right}}$, denote the angles between the exterior surface and the grain boundary, on the left and on the right respectively. Continuity of the surface chemical potentials and the balance of mass flux can be written as

$$\kappa(0^-) = \kappa(0^+),$$

(1.4)

and

$$\kappa_s(0^-) = \kappa_s(0^+),$$

(1.5)

where the origin of the arc-length parameterization along the upper surface has been taken to lie at the tri-junction.

In terms of the geometry and the physics, the problem outlined above can be understood as follows. In the ”quarter loop geometry” (See Figure 1), the two crystalline grains which comprise the bicrystal begin initially as parallel components in a single block of material. Bicrystals in such an initial configuration can be produced, for example, by an electron beam floating technique [25]. The two grains in the bicrystal are identical in composition and differ only in their relative crystalline orientation. This discrepancy
manifests itself as a grain boundary which moves in order to reduce the surface energy and to heal the orientation mismatch. Since both grains are of the same material, no bulk energetic effects need to be taken into account. Neglecting possible effects of elasticity, anisotropy and defects [12], the net driving force arises from minimization of the surface energies along the exterior and interior surfaces, and implies the laws of motion (1.2) and (1.1) given above. At the groove root tri-junction, Young’s law (1.3) reflects a balance of mechanical forces, continuity of the surface chemical potentials (1.4) can be viewed as either a regularity assumption or as an assumption that the groove root does not contribute in a singular fashion to the overall surface chemical potential, and the condition (1.5) reflects an assumption that there is no mass flowing along the grain boundary and up into the groove root and hence that the mass that flows into the groove root from the left is balanced by the flow of mass to the right of the groove root. A discussion of these boundary conditions can be found in [21, 15]. Recently it has been shown that these boundary conditions can also be obtained as the sharp interface limit of a system of Allen-Cahn/Cahn-Hilliard equations [23, 24]. In the quarter loop geometry, the grain boundary configuration is preserved as the grain boundary and groove root progress through the specimen. It is also reasonable to assume that far in front and far behind the groove root, the original height of the bicrystal is preserved. Within this framework, it makes sense to look for travelling wave solutions.

The quarter loop set up can be envisioned as a relatively simple framework in which to focus on the coupling effect of the motion of the exterior surface with that of the grain boundary, though other relatively simple geometries exist, for example the "Sun and Bauer" geometry ([1, 8]) and in grain growth in thin-film arrays ([28]). However, in these latter contexts, the driving force is not constant and hence it does not make sense to look for travelling wave solutions as we shall do here.

Discussions of coupling grain boundary motion to that of an exterior surface have been ongoing ([11]) since the landmark paper of Mullins [21] in 1958. There the problem given above was formulated, though the equations for the exterior surface were considered in a linearized form and the grain boundary itself was only taken into account in as far as it affected the angle at the bottom of the groove root. In later publications, Mullins considered the motion of an exterior surface coupled to a groove root and the motion of a grain boundary connected to a groove root [20, 19], but not the full coupled system. Within the simplified framework within which he treated these problems, fascinatingly enough he proved [21] that only for some specific value of the angle at the groove root can the groove root progress though the bicrystal as a constant velocity travelling wave whose velocity is determined by the groove depth. The paper [21] contains also a number of speculations with regard to ”anchoring” of the grain boundary at the groove root and how a combined anchoring and escape mechanism may give rise to ”jerky” or ”stop and go” motion. It was long believed that even if the groove root did not actually anchor the grain boundary, then at least it should slow it down. This idea is discussed in our recent paper [15], where in the framework of a partially linearized formulation, it is shown that indeed in general there is some degree of slowing down, though remarkably for certain extreme values of the parameters, the coupling to the exterior surface may indeed cause the grain boundary to accelerate. As it were, the grain boundary may be pulled along by
the evolution of the exterior surface. With regard to "jerky motion" indeed despite all the years which have passed since this was first discussed by Mullins, this phenomenon has yet to be resolved and recent reports of this phenomenon can be found in [10, 26, 27]. It is our intuitive understanding that by further study of these nonlinear travelling wave solutions, accompanied by a subsequent (at least numerical) stability study, some of these questions shall be resolved in the near future.

Since it is our goal to identify travelling wave solutions, we adopt the travelling wave variable: \( \xi = x - Vt \), where \( V \) denotes the wave speed which we assume to be constant. We also introduce the variables \( y(x, t) \) and \( u(x, t) \), where \( y = y(x, t) \) denotes the height of the exterior surface relative to the height of the exterior surface at \( \pm \infty \), and \( u = u(x, t) \) denotes the height of the grain boundary, again with respect to the height of the exterior (upper) surface at \( \pm \infty \). In order to adopt a dimensionless formulation as in [15], we set

\[
\begin{align*}
y & \to y/H, \quad u \to u/H, \quad x \to x/H, \quad \xi \to \xi/H, \quad t \to \frac{B}{H^4}t,
\end{align*}
\]

and define

\[
\begin{align*}
a &= \frac{AH^2}{B}, \quad m = \frac{\gamma_{\text{grain boundary}}}{\gamma_{\text{exterior surface}}}, \quad w = \frac{H^3}{B}V.
\end{align*}
\]

Here \( a \) is a dimensionless parameter which reflects the relative response rate of the grain boundary and the exterior surface, \( m \) measures the relative surface energies, and \( w \) is a dimensionless wave speed.

Employing the notation \( x \) instead of \( \xi \) for simplicity, we arrive at the following formulation:

\[
(P_y)
\begin{align*}
0 &= -\left[ \frac{1}{(1+y_x^2)^{1/2}} \left[ \frac{y_{xx}}{(1+y_x^2)^{3/2}} \right]_x \right] + wy_x, \quad x \in (-\infty, 0^-) \cup (0^+, \infty), \\
0 &= au_{xx}(1+u_x^2)^{-1} + wu_x, \quad x \in (0, \infty), \\
y(0^+) &= y(0^-) = u(0^+), \\
\arctan(y_x(0^+)) - \arctan(y_x(0^-)) &= 2 \arcsin \left[ m \right], \\
\arctan(u_x(0^+)) &= -\frac{\pi}{2} + \frac{1}{2} \left[ \arctan(y_x(0^+)) + \arctan(y_x(0^-)) \right], \\
\frac{y_{xx}}{(1+y_x^2)^{3/2}}(0^+) &= \frac{y_{xx}}{(1+y_x^2)^{3/2}}(0^-), \\
\left[ \frac{1}{(1+y_x^2)^{1/2}} \left[ \frac{y_{xx}}{(1+y_x^2)^{3/2}} \right]_x \right]_{(0^+)} &= \left[ \frac{1}{(1+y_x^2)^{1/2}} \left[ \frac{y_{xx}}{(1+y_x^2)^{3/2}} \right]_x \right]_{(0^-)}, \\
y(-\infty) &= y(+\infty) = 0, \\
u(+\infty) &= -1.
\end{align*}
\]

The first two equations in \( P_y \) correspond to (1.1) and (1.2), respectively. The first boundary condition at \( x = 0 \) is a persistence condition that states that it is unphysical for the tri-junction to spontaneously pull apart. The second and third boundary conditions at \( x = 0 \) reflect Young’s law (1.3), and the fourth and fifth boundary conditions at \( x = 0 \) correspond to (1.4) and (1.5). The two last lines in \( P_y \) prescribe the “far-field” boundary conditions. This formulation was first presented in [15].
In line with the philosophy expressed by Mullins in [20, 21, 4], although theoretically the parameter \( m \) may vary between 0 and 2, typically, for example in metals, \( 0 < m < 1/3 \), and can be taken to be a small parameter. This implies in turn by the first of the Young’s law conditions that the discontinuity in the slopes of the upper surface at the grain groove is small, and hence in conjunction with the far field boundary conditions for \( y \), it is reasonable to assume that the spatial gradients in \( y \) along the entire upper surface are small and to linearize the equations for \( y \) around the trivial state. However, by considering the far field behavior of \( u \) and the fact that the grain boundary must be attached to the upper surface which is fairly flat, gradients in \( u \) cannot be assumed to be uniformly small over the entirety of the grain boundary, and hence the equations for \( u \) cannot be similarly linearized [4]. This lead us in [15] to consider the following partially linearized formulation:

\[
(P'_y) \begin{cases}
0 = -y_{xxxx} + wy_x & x \in (\infty, 0^-) \cup (0^+, \infty), \\
0 = au_{xx}(1 + u_x^2)^{-1} + uw_x & x > 0,
\end{cases}
\]

\[
y(0^+) = y(0^-) = u(0^+),
\]

\[
y_x(0^+) - y_x(0^-) = m,
\]

\[
\arctan(u_x(0^+)) = -\frac{\pi}{2} + \frac{1}{2}\left[\arctan(y_x(0^+)) + \arctan(y_x(0^-))\right].
\]

Variants of \((P'_y)\) are also possible to consider. For example, one could consider the system \((P''_y)\) obtained by replacing the second boundary condition in \((P'_y)\) by:

\[
\arctan(u_x(0^+)) = -\frac{\pi}{2} + \frac{1}{2}\left[\arctan(y_x(0^+)) + \arctan(y_x(0^-))\right]. \quad (1.6)
\]

In [15] we showed that both the systems, \((P'_y)\), \((P''_y)\), admit unique travelling wave solutions which can be given explicitly in terms of the wave speed \( w \), which is determined as by a cubic equation whose coefficients depend on the dimensionless parameters. (The coefficients are a little different in each of the two cases.)

In [15] we also calculated the shape, \( u_f \), and wave speed, \( w_f \), of a grain boundary which is freely moving; i.e., which is unaffected by modulation of the exterior surface which is assumed in this context to be planar, and show that for typical parameter values, \( 0 < w < w_f \), though the decrease in speed is usually not great. However for certain extreme values of the parameters, it may also happen that \( w_f < w \), in contradiction to previously held notions [11].

The stability of the solutions which were found in [15] was tested numerically [29] and analytically [18] and did not appear to indicate such features as ”jerky” motion or ”stop and go” motion. However, nonlinear effects may be critical with respect to the onset of instabilities [6, 7]. Thus the emphasis in the present paper is on travelling wave solutions to the full nonlinear formulation.
The outline of our paper is as follows. In §2 we express Problem $P_y$ in terms of angle variables and (scaled) arc-length parameterizations, and demonstrate that $u$, $y$, and $w$ can all be determined via a third order ODE with a jump condition at the origin, which we shall refer to as Problem $P_\Psi$. In §3 we demonstrate that the solution to Problem $P_\Psi$ is unique as long as $-\pi/2 \leq \Psi \leq \pi/2$ for arbitrary values of the parameter $m$, which implies in turn that the solution to Problem $P_y$ is unique within the class of single-valued functions. In §4 we demonstrate existence of a solution to Problem $P_\Psi$ for sufficiently small values of $m$. Our analysis here relies on the structure of the stable and unstable manifolds of the governing equation and on some simple transversality arguments. The methodology here is somewhat similar to that employed for example in [2], though there the analysis is simpler since there the problem formulation does not contain jumps. In §5 we treat Problem $P_\Psi$ via integral formulations using the Green functions corresponding to the linearizations of $P_\Psi$ at $\pm \infty$ respectively, and existence and uniqueness of solutions for $0 < m < \approx .92$ is proven using iteration arguments. Uniqueness follows from §3 once the necessary bounds are demonstrated for the solution. While preparing this manuscript, we also approached the fully nonlinear problem using shooting methods and were able in [16] to prove existence for all $m \in [0, 2)$. We believe however that the proof of §5 is of interest in its own right, in that it presents an original methodology for solving ODEs with jumps and it also provides a possible computational framework for calculating solutions. In the final section, §6 we present some numerical solutions to Problems $P_\Psi$ and $P_y$ for the sake of illustration, comparing them with the solutions of the partially linearized problem which was treated in [15]. Further numerics can be found in [17].

2. AN ANGLE FORMULATION

In this section we express Problem $P_y$ in terms of angle variables and (scaled) arc-length parameterizations. In this fashion we obtain a certain third order ODE on the whole real line with a jump condition at zero whose solution determines $u$, $y$, and $w$. With this in mind and since we are looking for single valued solutions, we define

$$\Phi = \arctan u_x, \quad \Psi = \arctan y_x,$$

and we require that

$$-\frac{\pi}{2} \leq \Phi \leq 0 \quad \text{and} \quad -\frac{\pi}{2} \leq \Psi \leq \frac{\pi}{2}.$$  \hspace{2cm} (2.2)

We introduce arc-length parameterizations of the exterior surface and the grain boundary by defining

$$s_1 = \int_0^x \sqrt{1 + u_x^2} \, dx, \quad x \in (0, \infty), \quad \text{and} \quad s_2 = \int_0^x \sqrt{1 + y_x^2} \, dx, \quad x \in (-\infty, \infty).$$  \hspace{2cm} (2.3)

See Figure 2. Note that $s_1 = s_2 = 0$ at the triple junction, and that $s_2$ is an "arc-length parameterization" which assumes negative values along the exterior surface for $x \leq 0$.

We shall now express Problem $P_y$ in terms of

$$\Phi = \Phi(s_1, t), \quad s_1 \in (0, \infty), \quad \text{and} \quad \Psi = \Psi(s_2, t), \quad s_2 \in (-\infty, 0) \cup (0, \infty).$$
Figure 2. The variables $\Phi$, $\Psi$ and $s_1$, $s_2$.

Substituting (2.1) and (2.3) into the governing equations for $u$ and $y$ from Problem $P_y$,

$$a \frac{\partial \Phi}{\partial s_1} = -w \sin \Phi, \quad s_1 \in (0, \infty).$$

(2.4)

$$\frac{\partial^3 \Psi}{\partial s_2^3} = w \sin \Psi, \quad s_2 \in (-\infty, 0) \cup (0, \infty),$$

(2.5)

With respect to the second, third, fourth, and fifth boundary conditions at zero which are given in Problem $P_y$, we may write

$$\Psi(0^+) - \Psi(0^-) = 2 \arcsin(m/2),$$

(2.6)

$$\Phi(0^+) = -\frac{\pi}{2} + \frac{1}{2}[\Psi(0^+) + \Psi(0^-)],$$

(2.7)

$$\frac{\partial \Psi}{\partial s_2}(0^+) = \frac{\partial \Psi}{\partial s_2}(0^-),$$

(2.8)

$$\frac{\partial^2 \Psi}{\partial s_2^2}(0^+) = \frac{\partial^2 \Psi}{\partial s_2^2}(0^-).$$

(2.9)

The far field boundary conditions in Problem $P_y$ imply that

$$\Phi(+\infty) = \Psi(\pm\infty) = 0.$$  

(2.10)

In order to express the remaining (first) boundary condition in Problem $P_y$ at the triple junction in terms of $\Phi$ and $\Psi$, we first note that by (2.1)–(2.3), and the far field conditions
on \( u \) and \( y \)

\[
\begin{align*}
  u(s_1) &= -1 - \int_{s_1}^\infty \sin \Phi \, ds, \quad s_1 \in (0, \infty), \\
  y(s_2) &= -\int_{s_2}^\infty \sin \Psi \, ds, \quad s_2 \in (-\infty, \infty).
\end{align*}
\]  

(2.11)

Substituting (2.11) into the first boundary condition at the triple junction and using the far field conditions on \( u \) and \( y \), we obtain the integral constraint

\[
-1 - \int_0^\infty \sin \Phi \, ds = - \int_0^\infty \sin \Psi \, ds.
\]  

(2.12)

Employing (2.4), (2.5), and (2.10) in (2.12),

\[
\frac{a}{w} \Phi(0^+) = -1 - \frac{1}{w} \frac{\partial^2 \Psi}{\partial s_2^2}(0^+).
\]  

(2.13)

Solving (2.4) in conjunction with (2.10)

\[
\Phi(s_1) = 2 \arctan \left( \tan \left[ \frac{1}{2} \Phi(0^+) \right] e^{-(w/a)s_1} \right),
\]  

(2.14)

and recalling (2.7), it follows that

\[
\Phi = \Phi(s_1; \Psi(0^+), \Psi(0^-), w).
\]  

(2.15)

and can be decoupled from the governing system of equations.

It remains now to solve the equations governing \( \Psi \) and \( w \):

\[
\frac{\partial^3 \Psi}{\partial s_2^3} = w \sin \Psi, \quad s_2 \in (-\infty, 0) \cup (0, \infty),
\]  

(2.16)

\[
\Psi(0^+) - \Psi(0^-) = 2 \arcsin(m/2),
\]  

(2.17)

\[
\frac{\partial \Psi}{\partial s_2}(0^+) = \frac{\partial \Psi}{\partial s_2}(0^-),
\]  

(2.18)

\[
\frac{\partial^2 \Psi}{\partial s_2^2}(0^+) = \frac{\partial^2 \Psi}{\partial s_2^2}(0^-),
\]  

(2.19)

\[
\Psi(\pm \infty) = 0,
\]  

(2.20)

together with the constraint

\[
-1 - \frac{1}{w} \frac{\partial^2 \Psi}{\partial s_2^2}(0^+) = \frac{a}{w} \left[ - \frac{\pi}{2} + \frac{1}{2} [\Psi(0^+) + \Psi(0^-)] \right]
\]  

(2.21)

which follows from (2.7) and (2.13).

Note that the equations given above may be decoupled from the constraint (2.21), by introducing the rescaled variable \( s = w^{1/3}s_2 \). In terms of the variable \( s \), we may write (2.16)–(2.20) as:

\[
\frac{\partial^3 \Psi}{\partial s^3} = \sin \Psi, \quad s \in (-\infty, 0) \cup (0, \infty),
\]  

(2.22)

\[
\Psi(0^+) - \Psi(0^-) = 2 \arcsin(m/2),
\]  

(2.23)

\[
\frac{\partial \Psi}{\partial s}(0^+) = \frac{\partial \Psi}{\partial s}(0^-),
\]  

(2.24)
\[
\frac{\partial^2 \Psi}{\partial s^2}(0^+) = \frac{\partial^2 \Psi}{\partial s^2}(0^-),
\]
(2.25)
\[
\Psi(\pm \infty) = 0.
\]
(2.26)

Similarly from (2.21), we obtain
\[
-1 - \frac{1}{w^{1/3}} \frac{\partial^2}{\partial s^2} \Psi(0^+) = \frac{a}{w} \left[ -\frac{\pi}{2} + \frac{1}{2}[\Psi(0^+) + \Psi(0^-)] \right].
\]
(2.27)

Note that in terms of \( \lambda = w^{1/3} \), (2.27) may be written as
\[
f(\lambda) := \lambda^3 + \lambda^2 \frac{\partial^2}{\partial s^2} \Psi(0^+) - a \left[ \frac{\pi}{2} - \frac{1}{2}[\Psi(0^+) + \Psi(0^-)] \right] = 0,
\]
which parallels equation (11) obtained in [15]. In [15] we noted that the wave speed was uniquely determined by (11) since \( f(0) \) could shown there to be negative. In the present context
\[
f(0) = -a \left[ \frac{\pi}{2} - \frac{1}{2}[\Psi(0^+) + \Psi(0^-)] \right],
\]
and the assumption \( a > 0 \) and the constraint (2.2) imply that \( f(0) \) is negative unless
\[
\Psi(0^-) = \Psi(0^+) = \frac{\pi}{2}.
\]
(2.28)

However, by (2.23), if \( m \) is assumed to be a small positive parameter, then (2.28) is only possible if \( m = 0 \), and if \( m = 0 \) then (2.22)–(2.26) admits the trivial solution \( \Psi \equiv 0 \). This, in conjunction with uniqueness which will be demonstrated in §3, implies that (2.28) cannot occur in the context of single-valued solutions. Hence, modulo the details of uniqueness which have been postponed, we conclude that the wave speed \( w \) is uniquely determined by (2.27).

Therefore,
\[
w = w(\Psi; a),
\]
where by (2.22)-(2.26), \( \Psi = \Psi(m) \), and hence by (2.15)
\[
\Phi = \Phi(s_1; \Psi, a).
\]

Thus the solution to Problem \( P_y \) is completely determined by the system
\[
(\mathbf{P}_\Psi) \begin{cases} 
\Psi_{sss} = \sin \Psi, & s \in (-\infty, 0) \cup (0, \infty), \\
\Psi(0^+) - \Psi(0^-) = 2 \arcsin (m/2), \\
\Psi_s(0^+) = \Psi_s(0^-), \\
\Psi_{ss}(0^+) = \Psi_{ss}(0^-), \\
\Psi(\pm \infty) = 0.
\end{cases}
\]

The remainder of this paper is devoted to the solution of the system \( P_\Psi \), which we will refer to as Problem \( P_y \), though in the last section we will return to give some numerical portraits of the solutions in terms of the original variables \( u = u(x) \) and \( y = y(x) \).
3. Uniqueness

**Theorem 1.** Let $m \in [-2, 2]$ be arbitrary. Then there exists at most one solution $\Psi \in C^3((-\infty, 0) \cup (0, \infty))$ to Problem $P_\Psi$ such that $-\frac{\pi}{2} \leq \Psi \leq \frac{\pi}{2}$.

**Remark:** Note that, though $m$ is allowed to be arbitrary, the above theorem implies uniqueness of the solution to Problem $P_\Psi$ only within the class of single-valued functions.

**Proof.** Suppose that there exist two solutions to Problem $P_\Psi$, which we denote by $\Psi_1, \Psi_2$, such that $\Psi_1, \Psi_2 \in C^3((-\infty, 0) \cup (0, \infty))$ and $-\frac{\pi}{2} \leq \Psi_1, \Psi_2 \leq \frac{\pi}{2}$. Defining

$$\tilde{\Psi} := \Psi_1 - \Psi_2,$$

it follows that

$$\tilde{\Psi}_{ss} = \sin \Psi_1 - \sin \Psi_2,$$  \hspace{1cm} (3.1)

$\tilde{\Psi} \in C^3((-\infty, \infty)$, and $\tilde{\Psi}, \tilde{\Psi}_s, \tilde{\Psi}_{ss} \to 0$ as $s \to \pm \infty$. Multiplying (3.1) by $\tilde{\Psi}$, using a little trigonometry, and integrating over the interval $(-\infty, \infty)$,

$$\int_{-\infty}^{\infty} \tilde{\Psi} \tilde{\Psi}_{ss} ds = 4 \int_{-\infty}^{\infty} \left[ \frac{\tilde{\Psi}}{2} \sin \left( \frac{\tilde{\Psi}}{2} \right) \right] \cos \left( \frac{\psi_1 + \psi_2}{2} \right) ds.$$ \hspace{1cm} (3.2)

Integrating by parts

$$\int_{-\infty}^{\infty} \tilde{\Psi} \tilde{\Psi}_{ss} ds = \left[ \tilde{\Psi} \tilde{\Psi}_s \right]_{-\infty}^{\infty} - \int_{-\infty}^{\infty} \tilde{\Psi}_s \tilde{\Psi}_{ss} ds = \left[ \tilde{\Psi} \tilde{\Psi}_{ss} - \frac{1}{2} (\tilde{\Psi}_s)^2 \right]_{-\infty}^{\infty} = 0.$$

Hence

$$4 \int_{-\infty}^{\infty} \left[ \frac{\tilde{\Psi}}{2} \sin \left( \frac{\tilde{\Psi}}{2} \right) \right] \cos \left( \frac{\psi_1 + \psi_2}{2} \right) ds = 0.$$ \hspace{1cm} (3.3)

Note now that the constraint $-\frac{\pi}{2} \leq \psi_1, \psi_2 \leq \frac{\pi}{2}$ implies that $-\frac{\pi}{2} \leq \frac{1}{2} \tilde{\Psi} \leq \frac{\pi}{2}$ and $-\frac{\pi}{2} \leq \frac{1}{2} (\psi_1 + \psi_2) \leq \frac{\pi}{2}$. Therefore

$$\frac{\tilde{\Psi}}{2} \sin \left( \frac{\tilde{\Psi}}{2} \right) \geq 0, \quad \cos \left( \frac{\psi_1 + \psi_2}{2} \right) \geq 0.$$ \hspace{1cm} (3.4)

Returning to (3.3), we see that for almost all $s \in (-\infty, \infty)$, either $\tilde{\Psi}(s) = 0$ or $\frac{1}{2} (\psi_1 + \psi_2) = \pm \frac{\pi}{2}$. The latter possibility implies that $\psi_1 + \psi_2 = \pm \pi$, which implies in term by virtue of the assumed range of $\Psi$ that $\psi_1 = \psi_2 = \pm \frac{\pi}{2}$. Hence $\tilde{\Psi} \equiv 0$, from which uniqueness follows. \hfill \Box

4. Existence for $0 < m \ll 1$

In this section we give a proof of existence which relies on the structure of the stable and unstable manifold of the trivial solution $\Psi = 0$ and on the autonomy of the governing equations. We obtain a necessary and sufficient condition for a solution on the unstable manifold for $s < 0$ and a solution on the stable manifold for $s > 0$ to meet at the origin and to satisfy there the boundary conditions from Problem $P_\Psi$. Using the implicit function theorem, we demonstrate that for $m$ positive and sufficiently small, this condition
is satisfied. By the construction, the solution thus obtained satisfies $-\frac{\pi}{2} \leq \Psi \leq \frac{\pi}{2}$, and therefore it is unique in the sense of Theorem 1 from §3.

**Theorem 2.** For $m$ positive and sufficiently small, there exists a solution to $P_{\Psi}$.

**Proof.** First we study the properties of the stable and unstable manifolds of the trivial solution, in order to find solutions on the right ($s > 0$) and solutions on the left ($s < 0$) which satisfy the "far-field" condition, $\Psi(\pm \infty) = 0$.

On the right, we may write the governing equation in $P_{\Psi}$ as:

$$\dot{x}^R_t = A^R \dot{x}^R + f^R(\dot{x}^R), \quad \dot{x}^R(0^+) = \bar{x}_0^R,$$

where $t = s \in (0, \infty)$, $(\dot{x}^R(t))^T = (x_1^R, x_2^R, x_3^R)(t) := (\Psi(t), \Psi_s(t), \Psi_{ss}(t))$,

$$A^R = \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \quad f^R(\dot{x}^R) = \begin{pmatrix} 0 \\ 0 \\ \sin x_1^R - x_1^R \end{pmatrix}, \quad \dot{x}^R(0^+) = \begin{pmatrix} \Psi(0^+) \\ \Psi_s(0^+) \\ \Psi_{ss}(0^+) \end{pmatrix}.$$  \hspace{1cm} (4.2)

Similarly on the left, we may write the governing equation as:

$$\dot{x}^L_t = A^L \dot{x}^L + f^L(\dot{x}^L), \quad \dot{x}^L(0^+) = \bar{x}_0^L,$$

where $t = -s \in (0, \infty)$, $(\dot{x}^L(t))^T = (x_1^L, x_2^L, x_3^L)(t) := (\Psi(-t), \Psi_s(-t), \Psi_{ss}(-t))$,\n
$$A^L = \begin{pmatrix} 0 & -1 & 0 \\ 0 & 0 & -1 \\ -1 & 0 & 0 \end{pmatrix}, \quad f^L(\dot{x}^L) = \begin{pmatrix} 0 \\ 0 \\ -\sin x_1^L + x_1^L \end{pmatrix}, \quad \dot{x}^L(0^+) = \begin{pmatrix} \Psi(0^-) \\ \Psi_s(0^-) \\ \Psi_{ss}(0^-) \end{pmatrix}. \hspace{1cm} (4.4)$$

In order to capture the behavior of the unstable manifolds near $(0, 0, 0)$, it is useful to introduce the change of variables:

$$\bar{y}^R := P^R \bar{x}^R \quad \text{and} \quad \bar{y}^L := P^L \bar{x}^L,$$

where

$$P^R = \begin{pmatrix} -\frac{1}{6} & -\frac{1}{6} & \frac{1}{3} \\ \frac{1}{2\sqrt{3}} & -\frac{1}{2\sqrt{3}} & 0 \\ \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \end{pmatrix}, \quad \text{and} \quad P^L = \begin{pmatrix} \frac{1}{3} & \frac{1}{3} & \frac{1}{3} \\ \frac{1}{2\sqrt{3}} & -\frac{1}{2\sqrt{3}} & 0 \\ -\frac{1}{6} & -\frac{1}{6} & \frac{1}{3} \end{pmatrix}.$$  \hspace{1cm} (4.5)

In terms of $\bar{y}^R$ and $\bar{y}^L$ we may write (4.1)–(4.4) as:

$$\dot{\bar{y}}^R_t = B^R \bar{y}^R + \bar{g}^R(\bar{y}^R), \quad \bar{y}^R(0^+) = \bar{y}_0^R,$$

where $\bar{y}_0^R = P^R \bar{x}_0^R$,

$$B^R = \begin{pmatrix} -\frac{1}{2} & \frac{\sqrt{3}}{2} & 0 \\ -\frac{\sqrt{2}}{2} & -\frac{1}{2} & 0 \\ 0 & 0 & 1 \end{pmatrix}, \quad \bar{g}^R(\bar{y}^R) = \begin{pmatrix} \sin(-y_1^R + \sqrt{3}y_2^R + y_3^R) - (-y_1^R + \sqrt{3}y_2^R + y_3^R) \\ 0 \end{pmatrix},$$  \hspace{1cm} (4.7)

and

$$\dot{\bar{y}}^L_t = B^L \bar{y}^L + \bar{g}^L(\bar{y}^L), \quad \bar{y}^L(0^+) = \bar{y}_0^L,$$

where $\bar{y}_0^L = P^L \bar{x}_0^L$.\hspace{1cm} (4.8)
where $\tilde{y}_0^L = P^L \tilde{x}_0^L$,

$$B^L = \begin{pmatrix} -1 & 0 & 0 \\ 0 & \frac{1}{2} & \frac{\sqrt{3}}{2} \\ 0 & -\frac{\sqrt{3}}{2} & \frac{1}{2} \end{pmatrix}, \quad \bar{g}^L(\tilde{y}^L) = \left[-\sin(y_1^L + \sqrt{3}y_2^L - y_3^L) + (y_1^L + \sqrt{3}y_2^L - y_3^L) \right] \begin{pmatrix} \frac{1}{3} \\ \frac{1}{3} \\ 0 \end{pmatrix}.$$ \hspace{1cm} (4.9)

Since $\bar{g}^R(0) = \bar{g}^L(0) = 0$, $\bar{g}^R(\tilde{y}^R), \bar{g}^L(\tilde{y}^L)$ are analytic, and since for any $\epsilon > 0$ there exists a $\delta > 0$ such that

$$|\bar{g}^R(\tilde{y}^R)| - |\tilde{y}^R| \leq \epsilon |\tilde{g}^R - \tilde{y}^R|, \quad |\bar{g}^L(\tilde{y}^L)| - |\tilde{y}^L| \leq \epsilon |\tilde{g}^L - \tilde{y}^L|,$$

if $|\tilde{y}^R|, |\tilde{y}^L| \leq \delta$ and $|\tilde{g}^R|, |\tilde{g}^L| \leq \delta$, it follows from Theorem 4.1 and Theorem 4.2 in [5, Section 13] that in the neighborhood of the origin $(0, 0, 0)$, $y^R(t)$ has a two-dimensional stable manifold, $S^R$, and $y^L(t)$ has a one-dimensional stable manifold, $S^L$, and the stable manifolds can be prescribed in the form

$$S^R = (y^R, y_2^R, y_3^R(y_1^R, y_2^R)), \quad S^L = (y_1^L, y_2^L(y_1^L), y_3^L(y_1^L)),$$ \hspace{1cm} (4.10)

where $Y_3^R, Y_2^R, Y_1^L$ are defined and analytic in a neighborhood of the origin. Moreover,

$$Y_3^R(0, 0) = Y_2^L(0) = Y_3^L(0) = 0,$$ \hspace{1cm} (4.11)

$$\frac{\partial}{\partial y_1^R} Y_3^R(0, 0) = \frac{\partial}{\partial y_2^R} Y_3^R(0, 0) = 0, \quad \text{and} \quad \frac{\partial}{\partial y_1^L} Y_2^L(0) = \frac{\partial}{\partial y_1^L} Y_3^L(0) = 0.$$ \hspace{1cm} (4.12)

Returning to Problem $P_\Psi$, we see that we should like to take initial conditions for $y^R$ on $S^R$ and initial conditions for $\tilde{y}^L$ on $S^L$. If the boundary conditions at the origin in $P_\Psi$ are to be satisfied, then referring to the definitions of $x^R, \tilde{x}^L$ and $B^R, B^L$, in terms of $y^R(0^+)$ and $\tilde{y}^L(0^+)$ this implies that

$$y_1^R(0^+) = Y^L_3(y_1^L(0^+)) - \frac{1}{3} \arcsin \left( \frac{m}{2} \right),$$ \hspace{1cm} (4.13)

$$y_2^R(0^+) = Y^L_2(y_1^L(0^+)) + \frac{1}{\sqrt{3}} \arcsin \left( \frac{m}{2} \right),$$ \hspace{1cm} (4.14)

$$Y_3^R(y_1^R(0^+), y_2^R(0^+)) = y_1^L(0^+) + \frac{2}{3} \arcsin \left( \frac{m}{2} \right).$$ \hspace{1cm} (4.15)

From (4.13)–(4.15) it follows that the existence of a solution to Problem $P_\Psi$ is guaranteed if a value for $y_1^L(0^+)$ can be found such that $G(y_1^L(0^+), m) = 0$ where

$$G(y_1, m) := Y_3^R(Y_3^L(y_1)) - \frac{1}{3} \arcsin \left( \frac{m}{2} \right), \quad Y_2^L(y_1) + \frac{1}{\sqrt{3}} \arcsin \left( \frac{m}{2} \right) - y_1 - \frac{2}{3} \arcsin \left( \frac{m}{2} \right).$$

Noting that

$$\frac{\partial}{\partial y_1} G(0, 0) = \frac{\partial}{\partial y_1^R} Y_3^R(0, 0) \frac{\partial}{\partial y_1^L} Y_3^L(0) + \frac{\partial}{\partial y_2^R} Y_3^R(0, 0) \frac{\partial}{\partial y_1^L} Y_2^L(0) - 1,$$ \hspace{1cm} (4.16)

$$\frac{\partial}{\partial m} G(0, 0) = \frac{1}{2} \left[ -\frac{1}{3} \frac{\partial}{\partial y_1^R} Y_3^R(0, 0) + \frac{1}{\sqrt{3}} \frac{\partial}{\partial y_2^R} Y_3^R(0, 0) - \frac{2}{3} \right],$$ \hspace{1cm} (4.17)
it follows from the definition of $G$ and (4.11)–(4.12) that

$$ G(0, 0) = 0, \quad \frac{\partial}{\partial y_1} G(0, 0) = -1, \quad \text{and} \quad \frac{\partial}{\partial m} G(0, 0) = -\frac{1}{3}, \quad (4.18) $$

and local solvability is implied for $m$ sufficiently small. \hfill \Box

5. Existence for $0 < m < .92$

In this section, we obtain an integral representation for solutions of the governing equation in $P_\Psi$ which lie on the unstable manifold of $\Psi = 0$ for $s < 0$, and for solutions which lie on the stable manifold for $s > 0$. Then, essentially expressing the condition $G(y^L_1(0^+), m) = 0$ from the previous section in terms of these integral representations, existence is demonstrated by iteration. We prove

**Theorem 3.** Suppose that

$$ 0 < m < \hat{m}, \quad (5.1) $$

where $\hat{m} \approx .92068702$. Then there exists a unique solution to Problem $P_\Psi$ which satisfies $|\Psi| < \pi/2$.

**Remark:** The inequality $|\Psi| < \pi/2$ can be shown to imply that the profiles $u = u(x)$, $y = y(x)$ are well-defined for $-\infty < x < \infty$.

**Proof.** By Theorem 4.5 [5, Chapter 13], all solutions of

$$ \Psi_{sss} = \sin \Psi, \quad (5.2) $$

which satisfy the far field condition, $\Psi(-\infty) = 0$, must also satisfy

$$ \Psi(s) = O(e^s) \quad \text{as} \quad s \to -\infty. \quad (5.3) $$

Similarly, all solutions of (5.2) which satisfy $\Psi(+\infty) = 0$, must also satisfy

$$ \Psi(s) = O(e^{-\frac{1}{2} s}) \quad \text{as} \quad s \to +\infty. \quad (5.4) $$

Global existence for (5.2) together with the estimates (5.3), (5.4) and Theorem 4.1 [5, Chapter 13], can then easily be shown to imply that all solutions of (5.2) on the interval $(-\infty, 0)$ satisfying $\Psi(-\infty) = 0$ may be written in the form:

$$ \Psi(s) = C_0 e^s + \frac{1}{3} \int_{-\infty}^{s} g(\Psi(\tilde{s})) G(s - \tilde{s}) d\tilde{s}, \quad -\infty < s < 0, \quad (5.5) $$

and all solutions of (5.2) on the interval $(0, \infty)$ satisfying $\Psi(+\infty) = 0$ may be written in the form:

$$ \Psi(s) = e^{-\frac{1}{2} s}(C_1 \cos \frac{\sqrt{3}}{2} s + C_2 \sin \frac{\sqrt{3}}{2} s) - \frac{1}{3} \int_{s}^{\infty} g(\Psi(\tilde{s})) G(s - \tilde{s}) d\tilde{s}, \quad 0 < s < \infty, \quad (5.6) $$

where $C_0, C_1,$ and $C_2$ are arbitrary constants, and

$$ g(u) := \sin u - u, \quad (5.7) $$

$$ G(\xi) := e^{\xi} - 2e^{-\frac{1}{2} \xi} \sin \left( \frac{\sqrt{3}}{2} \xi + \frac{\pi}{6} \right). \quad (5.8) $$
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Note that
\begin{align}
G'(\xi) &= e^\xi + 2e^{-\frac{1}{2}\xi}\sin\left(\frac{\sqrt{3}}{2}\xi - \frac{\pi}{6}\right), \\
G''(\xi) &= e^\xi + 2e^{-\frac{1}{2}\xi}\cos\frac{\sqrt{3}}{2}\xi, \\
G(\xi) + G'(\xi) + G''(\xi) &= 3e^\xi, \\
G(0) &= G'(0) = 0, \\
G''(0) &= 3.
\end{align}
(5.9)
(5.10)
(5.11)
(5.12)
(5.13)

Thus solving $P_\Psi$ has been reduced to finding $C_0, C_1, \text{ and } C_2$ so that the boundary conditions at the origin in $P_\Psi$ are satisfied. We formally find $C_0, C_1, \text{ and } C_2$ by imposing the boundary conditions at the origin, treating $\psi = \Psi(0^-)$ as a parameter and $m$ as a function of the parameter $\psi$. We get in this manner integral equations which must hold on the intervals $(-\infty, 0)$, and $(0, \infty)$ respectively. We then solve these equations by iteration and obtain a solution to $P_\Psi$ under the condition that
\begin{equation}
\hat{\psi} < \psi < 0,
\end{equation}
(5.14)
where $\hat{\psi}$ is a number such that $m(\hat{\psi}) \approx .92068702$. We complete the proof by showing that conditions (5.1) and (5.14) are equivalent. The proof relies on the following lemmas.

**Lemma 5.1.** Let \( g(u) := \sin u - u \), \( \Delta u := u_2 - u_1 \), and \( \Delta g := g(u_2) - g(u_1) \),
then
\begin{equation}
|\Delta g| \leq \frac{1}{6} |\Delta u| (u_1^2 + u_1 u_2 + u_2^2).
\end{equation}
(5.15)

**Proof.** Noting that
\begin{equation}
\Delta g = \int_0^1 \frac{d}{d\mu} g(u_1 + \mu\Delta u) d\mu = -2\Delta u \int_0^1 \sin^2\left(\frac{u_1 + \mu \Delta u}{2}\right) d\mu,
\end{equation}
we obtain
\begin{equation}
|\Delta g| \leq 2|\Delta u| \int_0^1 \frac{1}{4} (u_1 + \mu \Delta u)^2 d\mu = \frac{1}{6} |\Delta u|(u_1^2 + u_1 u_2 + u_2^2).
\end{equation}
\[\square\]

**Lemma 5.2.** Suppose that
\begin{equation}
a_{n+1} = a + qa_n^3, \quad n = 0, 1, 2, \ldots,
\end{equation}
(5.16)
where $a_0 = 0$, and $a, q$ are positive constants such that
\begin{equation}
a = \frac{2}{3\sqrt{3q}}.
\end{equation}
(5.17)

Then
\begin{equation}
a_n \leq \frac{3}{2} a, \quad n = 0, 1, 2, \ldots
\end{equation}
(5.18)
Proof. Clearly (5.18) holds for \( n = 0 \). Suppose that (5.18) holds for some fixed \( n \in \mathbb{N} \).
Then (5.16)-(5.18) imply that
\[
a_{n+1} \leq a \left( 1 + q \frac{27}{8} a^2 \right) \leq a \left( 1 + q \frac{27}{8} \left( \frac{4}{27q} \right) \right) = \frac{3}{2} a.
\]
Hence (5.18) holds for all \( n \in \mathbb{N} \). \( \square \)

Consider now the following problem:
\[
\Psi_{ss} = \sin \Psi, \quad -\infty < s < 0, \quad (5.19)
\]
\[
\Psi(-\infty) = 0, \quad \Psi(0^-) = \psi, \quad (5.20)
\]
where \( \psi \) is a real parameter.

**Lemma 5.3.** Suppose that
\[
-\sqrt{56/45} < \psi < 0. \quad (5.21)
\]
Then there exists a solution \( \Psi = \Psi(s; \psi) \in C^3(-\infty, 0) \) to Problem (5.19)-(5.20) such that
\[
|\Psi(s)| \leq \frac{3}{2} |\psi| e^s, \quad -\infty < s < 0. \quad (5.22)
\]

Proof. All solutions to Problem (5.19)-(5.20), if they exist, may be written in the form (5.5). We may find \( C_0 \) using condition (5.20), and formally write the solution as:
\[
\Psi(s) = \psi e^s + \frac{1}{3} \int_{-\infty}^s g(\Psi(\tilde{s})) G(s - \tilde{s}) d\tilde{s} - \frac{1}{3} e^s \int_{-\infty}^0 g(\Psi(\tilde{s})) G(-\tilde{s}) d\tilde{s}, \quad -\infty < s < 0. \quad (5.23)
\]
Thus the problem (5.19)-(5.20) is reduced to the integral equation (5.23), which we solve by considering the iterative system:
\[
\Psi_0(s) = 0, \quad \Psi_1(s) = \psi e^s, \quad (5.24)
\]
\[
\Psi_{n+1}(s) = \Psi_1(s) + \frac{1}{3} \int_{-\infty}^s g(\Psi_n(\tilde{s})) G(s - \tilde{s}) d\tilde{s} - \frac{1}{3} e^s \int_{-\infty}^0 g(\Psi_n(\tilde{s})) G(-\tilde{s}) d\tilde{s}, \quad n = 1, 2, \ldots, \quad (5.25)
\]
on the interval \(-\infty < s < 0\). Let us first estimate \( |\Psi_n(s)|, \quad n = 0, 1, 2, \ldots \). We have from (5.24) that for \(-\infty < s < 0\)
\[
|\Psi_n(s)| \leq a_n e^s, \quad n = 0, 1, \quad (5.26)
\]
with
\[
a_0 = 0, \quad a_1 = |\psi|. \quad (5.27)
\]
We now proceed by iteration. Suppose that (5.26) holds for some fixed \( n \in \mathbb{N} \) and \( a_n \).
We may estimate \( |\Psi_{n+1}(s)| \) as follows. Lemma 5.1 with \( u_1 = 0 \) and \( u_2 = \Psi_n(s) \) implies that
\[
|g(\Psi_n)| \leq \frac{1}{6} |\Psi_n|^3. \quad (5.28)
\]
Formulas (5.25), (5.8) and (5.26), (5.28) imply after some elementary estimates that
\[
|\Psi_{n+1}(s)| \leq a_{n+1} e^s, \quad (15)
\]
for $-\infty < s < 0$, where
\[ a_{n+1} = |\psi| + \frac{5}{42}a_n^3, \quad n \in \mathbb{N}. \]  \hfill (5.29)

It follows from condition (5.21) that $|\psi| < \frac{2}{3\sqrt{3q}}$, where $q = \frac{5}{42}$. Hence (5.27), (5.29) imply by Lemma 5.2 that
\[ a_n \leq \frac{3}{2}|\psi|, \quad n = 0, 1, \ldots \]  \hfill (5.30)

Thus (5.26) holds for any $n \in \mathbb{N}$, where $a_n$ satisfies (5.30). Therefore, for $-\infty < s < 0$,
\[ |\Psi_n(s)| \leq \frac{3}{2}|\psi|e^s, \quad \text{for } n \in \mathbb{N}. \]  \hfill (5.31)

Now we prove that the sequence $\Psi_n(s)$ converges in $C(-\infty, 0)$. It follows from (5.25) that
\[ \Delta \Psi_{n+1}(s) := \Psi_{n+1}(s) - \Psi_n(s) = \frac{1}{3} \int_{-\infty}^s \Delta g_n(\tilde{s})G(s - \tilde{s})d\tilde{s} - \frac{1}{3}e^s \int_{-\infty}^0 \Delta g_n(\tilde{s})G(-\tilde{s})d\tilde{s}, \]  \hfill (5.32)

for $-\infty < s < 0$, where
\[ \Delta g_n(\tilde{s}) := g(\Psi_n(\tilde{s})) - g(\Psi_{n-1}(\tilde{s})). \]

Lemma 5.1 implies that
\[ |\Delta g_n(\tilde{s})| \leq \frac{1}{6}|\Delta \Psi_n(\tilde{s})|(\Psi_{n-1}^2 + \Psi_{n-1}\Psi_n + \Psi_n^2). \]  \hfill (5.33)

It follows from (5.31), (5.33) that for $-\infty < \tilde{s} < 0$,
\[ |\Delta g_n(\tilde{s})| \leq \frac{9}{8}|\Delta \Psi_n(\tilde{s})|\psi^2e^{2\tilde{s}}. \]  \hfill (5.34)

Setting
\[ \Theta_n := \sup_{-\infty < s < 0} (e^{-s}|\Delta \Psi_n(s)|), \quad n = 1, 2, \ldots, \]  \hfill (5.35)

it follows from (5.24) that $\Theta_1 = |\psi|$. We get from (5.32) by elementary estimates, using (5.34), (5.35), and (5.8), that for $-\infty < s < 0$
\[ |\Delta \Psi_{n+1}(s)| \leq \frac{45}{56} \psi^2\Theta_n e^s, \quad n = 1, 2, \ldots. \]  \hfill (5.36)

Formulas (5.35) and (5.36) imply that
\[ \Theta_{n+1} \leq \frac{45}{56} \psi^2\Theta_n, \quad n = 1, 2, \ldots. \]  \hfill (5.37)

Condition (5.21) guarantees that
\[ \frac{45}{56} \psi^2 < 1. \]  \hfill (5.38)

We have from (5.31), (5.36)-(5.38), and (5.25) that
\[ \Psi_n(s) \to \Psi(s) \quad \text{uniformly on } (-\infty, 0], \quad \text{as } n \to \infty, \]
where $\Psi(s)$ is solution of (5.23). Moreover, $\Psi$ satisfies (5.22). It follows from (5.22) and (5.23) that $\Psi(s)$ is in fact a solution of (5.19)-(5.20) which belongs to $C^3(-\infty, 0)$. \hfill □
Let us now formally consider solutions \( \Psi(s) = \widetilde{\Psi}(s; \psi) \) of (5.2) which satisfy the far field condition on the right, \( \Psi(\infty) = 0 \), which coincide for \(-\infty < s < 0\) with the solution \( \Psi(s; \psi) \) which was found in Lemma 5.3 for some \( \psi \) satisfying (5.21), and which satisfy the boundary conditions from Problem \( P_\Psi \) at the origin, where the jump in the angles at the origin, \( \Psi_m = \Psi(0^+) - \Psi(0^-) \), which should be equal to \( 2 \arcsin(m/2) \), is taken to be determined by the parameter \( \psi \). Such solutions may be written in the form (5.6).

Differentiating (5.6) and using (5.12) and the boundary conditions at the origin, we get the following algebraic system for \( C_1 \) and \( C_2 \):

\[
C_1 - \frac{1}{3} \int_0^\infty g(\Psi(\bar{s}))G(-\bar{s})d\bar{s} = \psi + \Psi_m, \tag{5.39}
\]

\[
-\frac{1}{2}C_1 + \frac{\sqrt{3}}{2}C_2 - \frac{1}{3} \int_0^\infty g(\Psi(\bar{s}))G'(\bar{s})d\bar{s} = \psi_1(\psi), \tag{5.40}
\]

\[
-\frac{1}{2}C_1 - \frac{\sqrt{3}}{2}C_2 - \frac{1}{3} \int_0^\infty g(\Psi(\bar{s}))G''(\bar{s})d\bar{s} = \psi_2(\psi), \tag{5.41}
\]

where in (5.40),(5.41) we have set \( \psi_1(\psi) := \Psi_s(0^-; \psi) \) and \( \psi_2(\psi) := \Psi_{ss}(0^-; \psi) \).

Solving the system (5.40)-(5.41) for \( C_1 \) and \( C_2 \), and substituting these values into (5.6), we obtain using (5.8)-(5.11) and some elementary transformations and trigonometry that

\[
\Psi(s) = \Psi_1(s) - \frac{1}{3} \int_s^\infty g(\Psi(\bar{s}))G(s - \bar{s})d\bar{s} - \frac{2}{3} e^{-\frac{1}{2} s} \int_0^\infty g(\Psi(\bar{s}))H_0(s, \bar{s})d\bar{s}, \tag{5.43}
\]

for \( 0 < s < \infty \), where

\[
\Psi_1(s) := e^{-\frac{1}{2} s} \left[ -\psi_1(\psi) - \psi_2(\psi) \right] \cos \frac{\sqrt{3}}{2} s + \frac{1}{\sqrt{3}} (\psi_1(\psi) - \psi_2(\psi)) \sin \frac{\sqrt{3}}{2} s], \tag{5.44}
\]

and

\[
H_0(s, \bar{s}) := e^{-\bar{s}} \cos \frac{\sqrt{3}}{2} s - e^{\frac{1}{2} s} \sin \left( \frac{\sqrt{3}}{2} (s - \bar{s}) + \frac{\pi}{6} \right). \tag{5.45}
\]

Adding (5.39)-(5.41) and using (5.11), we get that

\[
\Psi_m = -\psi - \psi_1(\psi) - \psi_2(\psi) - \int_0^\infty g(\Psi(\bar{s}))e^{-\bar{s}}d\bar{s}. \tag{5.46}
\]

We now transform (5.44) and (5.46) into a more convenient form. Differentiating (5.23) and using (5.12),(5.42), we get that

\[
\psi_1(\psi) = \psi + \frac{1}{3} \int_{-\infty}^0 g(\Psi(\bar{s}))(G'(\bar{s}) - G(-\bar{s}))d\bar{s}, \tag{5.47}
\]

\[
\psi_2(\psi) = \psi + \frac{1}{3} \int_{-\infty}^0 g(\Psi(\bar{s}))(G''(\bar{s}) - G(-\bar{s}))d\bar{s}. \tag{5.48}
\]
Substituting (5.47) and (5.48) into (5.44) and (5.46), and using (5.8)-(5.11), we get the following formulas:

\[ \Psi_1(s) = e^{-\frac{1}{2} s} \left[ -2\psi \cos \left( \frac{\sqrt{3}}{2} s \right) + \frac{2}{3} \int_{-\infty}^{0} g(\Psi(\tilde{s})) H_1(s, \tilde{s}) d\tilde{s} \right], \quad (5.49) \]

for \( 0 < s < \infty \), and

\[ \Psi_m = -3\psi + 2 \int_{-\infty}^{0} g(\Psi(\tilde{s})) e^{\frac{1}{2} \tilde{s}} \sin \left( \frac{\sqrt{3}}{2} \tilde{s} - \frac{\pi}{6} \right) d\tilde{s} - \int_{0}^{\infty} g(\Psi(\tilde{s})) e^{-\tilde{s}} d\tilde{s}, \quad (5.50) \]

where

\[ H_1(s, \tilde{s}) := e^{\frac{1}{2} \tilde{s}} \left[ 2 \cos \left( \frac{\sqrt{3}}{2} s \right) \sin \left( \frac{\sqrt{3}}{2} \tilde{s} - \frac{\pi}{6} \right) - \sin \left( \frac{\sqrt{3}}{2} (s - \tilde{s}) + \frac{\pi}{6} \right) \right]. \]

Thus we see that solving Problem \( P_{\Psi} \) for some \( m \) in the interval given in (5.1) has been reduced to finding \( \psi \) and \( \tilde{\Psi}(s; \psi) \), with \( \psi \) in the interval (5.21), which solve the system (5.43),(5.49), and such that \( \Psi_m \) given by (5.50) satisfies

\[ \Psi_m = 2 \arcsin \left( \frac{m}{2} \right). \quad (5.51) \]

Let us continue, for the moment, to treat \( \psi \) as an independent parameter. It is easy to obtain from (5.49), using Lemma 5.1 and the estimate (5.22), that

\[ |\Psi_1(s)| \leq b(\psi) e^{-\frac{1}{2} s}, \quad (5.52) \]

for \( 0 < s < \infty \), where

\[ b(\psi) := 2|\psi|(1 + \frac{9}{56} |\psi|^2). \quad (5.53) \]

**Lemma 5.4.** Suppose that

\[ \psi < 0 \text{ and } b(\psi) < \frac{2}{3} \sqrt{\frac{15}{13}}. \quad (5.54) \]

Then there exists a solution \( \Psi(s) = \tilde{\Psi}(s; \psi) \) of (5.2) on the interval \( 0 < s < \infty \), satisfying

\[ \Psi_s(0^+) = \psi_1(\psi), \quad \Psi_{ss}(0^+) = \psi_2(\psi), \quad \Psi(+\infty) = 0, \quad (5.55) \]

such that

\[ |\Psi(s)| \leq \frac{3}{2} b(\psi) e^{-\frac{1}{2} s}, \quad 0 < s < \infty. \quad (5.56) \]

Moreover, if \( \psi', \psi'' \) satisfy (5.54), then for \( 0 < s < \infty \)

\[ |\tilde{\Psi}(s, \psi') - \tilde{\Psi}(s, \psi'')| \leq C|\psi' - \psi''|, \quad (5.57) \]

where \( C \) depends on \( \max \{ |\psi'|, |\psi''| \} \).

Lemma 5.4 provides us with an estimate for (5.43) and (5.49). Note that (5.54) is equivalent to the condition

\[ \tilde{\psi} < \psi < 0, \quad (5.58) \]

where \( \tilde{\psi} \approx -0.35110155 \) is defined as the unique real negative solution of \( b(\tilde{\psi}) = \frac{2}{3} \sqrt{\frac{15}{13}} \), and hence condition (5.58) implies (5.21). The problem of solving (5.2),(5.55) has been reduced to solving the integral equation (5.43) with (5.49). The proof of existence in
Lemma 5.4 is analogous to the proof of Lemma 5.3. The continuous dependence result in Lemma 5.4 may be obtained by a straight forward iteration argument, using (5.43), (5.49), and Lemma 5.1.

Now we prove Theorem 3. Lemmas 5.3 and 5.4 imply that there exists a solution \(\Psi = \tilde{\Psi}(s; \psi)\) to Problem \(P_\Psi\) with \(m(\psi) = 2\sin(\Psi_m/2)\) where \(\Psi_m = \Psi_m(\psi)\) is defined by (5.50), if \(\psi\) satisfies condition (5.58). It remains now to clarify the connection between the interval (5.58) and the implied attained values of \(m(\psi)\):

\[\{m(\psi) \mid \tilde{\psi} < \psi < 0\}.\]

It follows from (5.50) and (5.57) that \(\Psi_m\) is a continuous function of \(\psi\) for \(\tilde{\psi} < \psi < 0\). Hence, \(m(\psi)\) is also continuous for \(\tilde{\psi} < \psi < 0\).

We now demonstrate that \(m(\psi)\) is also strictly monotone on the interval \((\tilde{\psi}, 0)\). Suppose that \(m(\psi)\) was not strictly monotone on the interval \((\tilde{\psi}, 0)\). Then there would exist two values, \(\psi_1, \psi_2, \psi_1 \neq \psi_2\), such that \(m(\psi_1) = m(\psi_2)\). Then by Lemmas 5.3 and 5.4, there exist two solutions, \(\tilde{\Psi}(s; \psi_1)\) and \(\tilde{\Psi}(s; \psi_2)\) to Problem \(P_\Psi\) with \(m(\psi_1) = m(\psi_2)\). Note now that the estimates (5.22), (5.56), and (5.58) imply that

\[\left|\tilde{\Psi}(s; \psi_1)\right|, \left|\tilde{\Psi}(s; \psi_2)\right| < \frac{\pi}{2}, \text{ for } -\infty < s < 0 \text{ and } 0 < s < \infty. \tag{5.59}\]

But the uniqueness in the "single-valued" sense which was proven in Theorem 1 for a fixed value of \(m\) now implies that the solutions \(\tilde{\Psi}(s; \psi_1)\) and \(\tilde{\Psi}(s; \psi_2)\) must be identical. However, by construction, \(\tilde{\Psi}(0^-; \psi_1) = \psi_1\) and \(\tilde{\Psi}(0^-; \psi_2) = \psi_2\), and \(\psi_1 \neq \psi_2\). Therefore a contradiction is obtained, and it follows that \(m(\psi)\) is indeed strictly monotone. Moreover (5.51) and the bound (5.59) imply that \(\Psi_m\) is also strictly monotone.

Next, let us note that Lemma 5.1 with \(u_1 = 0\) and \(u_2 = \psi\), together with the estimates (5.22) and (5.56), implies that

\[\left|\int_{-\infty}^{0} g(\Psi(\bar{s})) e^{i\bar{s}} \sin \left(\frac{\sqrt{3}}{2} \bar{s} - \frac{\pi}{6}\right) d\bar{s}\right| < \frac{9}{56} |\psi|^3, \quad \tilde{\psi} \leq \psi < 0, \tag{5.60}\]

\[\left|\int_{0}^{\infty} g(\Psi(\bar{s})) e^{-i\bar{s}} d\bar{s}\right| < \frac{9}{40} b^3(\psi), \quad \tilde{\psi} \leq \psi < 0. \tag{5.61}\]

Formulas (5.50), (5.60), and (5.61) imply that

\[P^-(\psi) < \Psi_m(\psi) < P^+(\psi), \quad \tilde{\psi} \leq \psi < 0, \tag{5.62}\]

where

\[P^\pm(\psi) = 3|\psi| \left(1 \pm \frac{3}{28} |\psi|^2 \right) \pm \frac{9}{40} b^3(\psi).\]

Note in particular that the above estimate implies that \(\Psi_m(0) = 0\), and therefore that \(m(0) = 0\). It follows from (5.62) and from the continuity and strict monotonicity of \(m\) and \(\Psi_m\) that there exists a unique point \(\hat{\psi} \in (\tilde{\psi}, 0)\) such that

\[\hat{m} := m(\hat{\psi}) = 2\sin \left(\frac{1}{2} P^-(\tilde{\psi})\right) \approx 0.92068702,\]

and inequalities (5.14) and \(0 < m(\psi) < \hat{m}\) are equivalent.
Figure 3. Profiles of $u$ and $y$ when $m = 0.15$ and $a = 1, 100$. The solid line indicates solutions to the fully nonlinear problem and the dashed line indicates solutions to the partially linearized formulation.

Thus for any $m$ in the interval (5.1) there exists a corresponding unique solution of $P_\psi$, which we denote by $\Psi = \tilde{\Psi}(s; \psi)$ where $\psi$ is determined by $m = m(\psi)$ for $\hat{\psi} < \psi < 0$, and the proof of Theorem 3 is completed.

6. Conclusion

For the sake of illustration we conclude with some numerical solutions to the fully nonlinear formulation as well as to the partially linearized formulation in Figures 3-6 below. In calculating the numerical solutions, an iterative procedure has been used based on starting with a small value of $m$, which has been taken here as $m = 0.01$, calculating the solution of the fully nonlinear formulation for this value of $m$ by using the solution to the partially linearized formulation as an initial approximation, then solving the fully nonlinear problem for $m = 0.02$ by using the solution for $m = 0.01$ as an initial approximation. This procedure is repeated until the value $m = 2$ is reached.
Figure 4. A magnification of the profiles in Figure 3 in the vicinity of the groove root.

Figure 5. Profiles of $u$ and $y$ when $m = 0.75$ and $a = 1, 10, 100$. The solid line indicates solutions to the fully nonlinear problem and the dashed line indicates solutions to the partially linearized formulation.
Figure 6. A magnification of the profiles in Figure 5 in the vicinity of the groove root.
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7. Figure Captions

Figure 1. The quarter loop bicrystal geometry.

Figure 2. The variables $\Phi$, $\Psi$, and $s_1$, $s_2$.

Figure 3. Profiles of $u$ and $y$ when $m = 0.15$ and $a = 1, 100$. The solid line indicates solutions to the fully nonlinear problem and the dashed line indicates solutions to the partially linearized formulation.

Figure 4. A magnification of the profiles in Figure 3 in the vicinity of the groove root.

Figure 5. Profiles of $u$ and $y$ when $m = 0.75$ and $a = 1, 10, 100$. The solid line indicates solutions to the fully nonlinear problem and the dashed line indicates solutions to the partially linearized formulation.

Figure 6. A magnification of the profiles in Figure 5 in the vicinity of the groove root.